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Abstract
Artificial intelligence is transforming scientific computing with
deep neural network surrogates that approximate solutions to par-
tial differential equations (PDEs). Traditional off-line training meth-
ods face issues with storage and I/O efficiency, as the training
dataset has to be computed with numerical solvers up-front. Our
previous work, the Melissa framework, addresses these problems
by enabling data to be created “on-the-fly” and streamed directly
into the training process. In this paper we introduce a new active
learning method to enhance data-efficiency for on-line surrogate
training. The surrogate is direct and multi-parametric, i.e., it is
trained to predict a given timestep directly with different initial
and boundary conditions parameters. Our approach uses Adaptive
Multiple Importance Sampling guided by training loss statistics, in
order to focus NN training on the difficult areas of the parameter
space. Preliminary results for 2D heat PDE demonstrate the po-
tential of this method, called Breed, to improve the generalization
capabilities of surrogates while reducing computational overhead.

CCS Concepts
•Applied computing→ Physical sciences and engineering; • Com-
puting methodologies→ Distributed artificial intelligence;
Online learning settings.

Keywords
Active Learning, Adaptive Multiple Importance Sampling, Surro-
gates, On-line Training, Data-efficiency

ACM Reference Format:
Sofya Dymchenko, Abhishek Purandare, and Bruno Raffin. 2024. Melis-
saDL x Breed: Towards Data-Efficient On-line Supervised Training of Multi-
parametric Surrogates with Active Learning. In Proceedings of Workshop
on Artificial Intelligence and Machine Learning for Scientific Applications
(SC24 Workshop: AI4S’24). ACM, New York, NY, USA, 9 pages. https://doi.
org/XXXXXXX.XXXXXXX

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
SC24 Workshop: AI4S’24, November 18, 2024, Atlanta, GA
© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-XXXX-X/18/06
https://doi.org/XXXXXXX.XXXXXXX

1 Introduction
The advancement of artificial intelligence (AI) applications in the
natural and physical sciences, referred to as AI4Science (AI4S),
has noticeably accelerated in recent years [26]. Remarkable ex-
amples include molecule docking modeling (AlphaFold 3 [1]) and
weather forecasting (NeuralGCM [22], ClimaX [33], Aurora [5]).
This progress has been enabled by combining large training data
sets, advanced neural architectures, and parallel computational
resources.

Particular attention has been given to deep surrogates — a class
of neural networks (NNs) that approximate the solution of partial
differential equations (PDEs) used to describe various scientific
phenomena. PDE solutions are classically obtained using numerical
methods such as Finite Elements Method or Finite Volumes Method.
However, these methods are compute and memory intensive. Deep
surrogates are expected to deliver quality solutions during inference
at a fraction of the memory and computational cost of these solvers.

Deep surrogates can be trained with little to no data, as in Physics
Informed NNs (PINNs) [36, 41], where the PDE residuals, initial
and boundary conditions (IC, BC) are imposed as soft constraints
through the loss. Yet, a wide variety of neural architectures, ranging
from Graph Neural Networks [35] and Neural Operators [2, 27] to
Diffusion Models [23] and Visual Transformers [18], are trained
with numerical simulations data. A surrogate can also be trained in
a multi-parametric context with varying ICs and BCs to develop a
more generic model. [18] presented a general purpose PDE founda-
tion model that can be finetuned to obtain a specific PDE solution,
while [10] proposed a neural operator architecture that generalizes
to unseen geometries. Since all these NN are trained in a supervised
manner — using data produced by the PDE solver they aim to sub-
stitute — their performance depends on both training set quantity
and quality.

A standard approach is to train surrogates off-line: first, a dataset
is generated with traditional PDE solvers and stored on disk; then,
the surrogate is trained in an epoch-based manner by reading back
the dataset from disk. When scaled, this approach suffers from two
main limitations: 1) storage capabilities limit the dataset size, thus
compromising data quantity, fidelity, and/or diversity; 2) writing
and reading the dataset creates an I/O bottleneck, thus impairing
efficiency during training. In previous works [28, 29, 38], we tackled
both limitations by demonstrating an on-line training approach
for multi-parametric surrogates with the Melissa framework: the
dataset is generated and directly sent to training, bypassing the
storage. It allowed us to train a surrogate faster and with higher
generalization abilities due to a significantly larger training dataset.
In addition, on-line training enables the steering of the data creation
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process along the NN training, which opens the way to active
learning (AL) techniques. AL is a data-centric approach that intends
to choose informative samples to improve data efficiency for NN
training. AL is a paradigm shift from a model-centric to a data-
centric approach, which focuses on the data relevance and quality
rather than the model to get better performance [37].

In this paper, we present our work-in-progress active learning
method, called Breed, for data-efficient on-line surrogate training
withMelissa. To define the input parameters of the next set of solver
instances to run, the algorithm relies on the loss values obtained
during training and uses Adaptive Importance Sampling method in
order to focus on hard-to-learn parameter space regions. We show
that for a 2D Heat PDE, our method chooses initial and boundary
conditions with dissimilar temperature values (which are meant to
be more challenging to learn by the NN) and, compared to random
sampling, the NN overfits noticeably less.

2 Background
2.1 Simulation-based deep learning
Consider partial differential equations (PDE) of the form:

N[𝑢] (𝑥, 𝑡) = 𝑓 (𝑥, 𝑡) (1)
B𝑖 [𝑢] (𝑥𝑖 , 𝑡) = 𝑔𝑖 (𝑥𝑖 , 𝑡) ∀𝑥 ∈ X, 𝑥𝑖 ∈ 𝛿X𝑖 , 𝑡 ∈ T (2)
I[𝑢] (𝑥, 0) = ℎ(𝑥) (3)

where𝑢 (𝑥, 𝑡) is a quantity of interest described by the PDE (e.g., tem-
perature value) defined on a bounded domain Ω = X ∪ T ⊂ 𝑅𝑑+1.
N[𝑢] is a differential operator acting on 𝑢 (𝑥, 𝑡), B𝑖 [𝑢] are bound-
ary conditions operators (BCs) for boundaries

⋃
𝑖 𝛿X𝑖 = 𝛿X ⊂ X,

and I[𝑢] is an initial condition operator (IC). Let denote _ the vec-
tor that encompasses all parameters of PDE (physical constants,
coefficients of 𝑓 , 𝑔, ℎ).

Most common numerical solvers use mesh-based spatial and
temporal discretization and produce trajectories sequentially. To
obtain the numerical solution for a considered PDE, we have to 1)
provide equation-based functional definitions, domain bounds, and
vector _; and 2) select spatial discretization size𝑀𝑑 · △𝑥 = X and
temporal discretization size𝑇 · △𝑡 = T . The second defines the size
of spatial coordinates set 𝑋 and the number of iterations needed
for an autoregressive solver. This not only affects the data fidelity
level and approximation quality but also the required memory and
computation demands. Let us denote a produced solution field at
time step 𝑡 = 𝑖 · △𝑡 for a given _ 𝑗 as 𝑥 𝑗𝑖 = {𝑢 (𝑥, 𝑡) |𝑥 ∈ 𝑋 }, then the
solver produces one-by-one a trajectory:

_ 𝑗 : [𝑥 𝑗,0 → 𝑥 𝑗,1 → · · · → 𝑥 𝑗,𝑇 ] ≕ 𝑥 𝑗

The deep surrogate model 𝑢\ (with weights \ ) approximates
the PDE solution 𝑢 (𝑥, 𝑡), thereby aiming to substitute a numerical
solver. There are different types of surrogate architectures. It can
be designed to predict the solution directly, i.e., 𝑢\ (𝑋, 𝑡) = 𝑥𝑡 , or
autoregressively, i.e.,𝑢\ (𝑥𝑡 ) = 𝑥𝑡+△𝑡 . As we mentioned in Section 1,
the surrogate can be multi-parametric: 𝑢\ (𝑋, 𝑡, _ 𝑗 ) = 𝑥 𝑗 . In the
scope of this paper, we consider multi-parametric direct surrogates;
details are provided in Section 4.

2.2 The Melissa DL framework
Melissa DL [28, 29, 38] is an HPC framework designed for deep
learning tasks where the NN is trained with simulation data. It
consists of three elements: clients, a server, and a launcher (for de-
tails, see Appendix A). By default the server uniformly samples
input parameters _ for each of 𝑆 clients across the input parameter
space Λ. Each client then runs the solver on the provided inputs
and streams the data (timesteps) to the server. The launcher only
submits a subset of all clients based on allocated resources. This
enables the server to dynamically select new input parameters for
pending’ clients, which we refer to as global steering (hereafter, sim-
ply steering). It is key to unlocking data-efficient surrogate training
with active learning methods.

3 Active learning steering of data creation for
on-line surrogate training

Active learning is a possible solution for data-efficient surrogate
training, as it can help to reduce the number of simulations to
execute while maintaining the surrogate quality. Generally, AL’s
goal is to improve NN training by choosing the most informative
examples, based on an acquisition function and a query method, to
be labeled by an oracle (or a human) and given to the NN. In our
context, “labeling by an oracle” is analogous to “executing a solver”
and “choosing examples” — to “sampling solver inputs _”.

However, classical AL methods are not adapted to our on-line
training context. Extra computational and memory costs imposed
by well-known AL techniques are highly undesirable. First, the
input parameters choice decision has to be fast not to pause the
surrogate training process as the priority is to keep GPUs busy.
Second, the incurred extra memory footprint should be limited to
avoid disk storage to keep on-line training efficient.

To develop AL methods for on-line training, we take inspira-
tion from methods proposed for data-free PINNs [12, 25, 43] and
extend our previously proposed method called Breed [14]. In our
supervised setting, instead of choosing collocation points, we have
to choose input parameters _ and run an autoregressive solver. In
our compute-constrained setting, we aim to use only per-sample
loss values as it does not require any extra computation. In our
memory-constrained setting, we are not able to recompute loss
values for all training points but instead have to use “outdated” loss
values, i.e. loss values obtained from the NN at anterior learning
steps. Additionally, instead of having a pool of points to choose
from, we adaptively sample new points based on previous points
loss statistics, inspired by Population Monte Carlo algorithms [9].
We detail the proposed method, Breed, in the following.

3.1 Loss-deviation based acquisition metric
We want to define training sample informativeness through NN
loss: the higher the loss, the higher the impact on NN training.
At iteration 𝑖 of the fixed-state NN 𝑢\𝑖 , there is an underlying
probability distribution of NN failure L\𝑖 over input domain Λ,
which we choose to represent through the self-normalized loss
function 𝐿(·, ·):

L\𝑖 (_ 𝑗 ′) ≈
∑
𝑡 ∈T 𝐿(𝑢\𝑖 (𝑋, 𝑡, _ 𝑗 ′), 𝑥 𝑗 ′𝑡 )∑

_ 𝑗 ∈Λ
∑
𝑡 ∈T 𝐿(𝑢\𝑖 (𝑋, 𝑡, _), 𝑥 𝑗𝑡 )

,
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where 𝑥 𝑗𝑡 is the 𝑡-th timestep of a trajectory produced by a solver
with an input parameter _ 𝑗 , as defined before. However we cannot
calculate the “actual” per-sample loss values (corresponding to NN
state \𝑖 ) for neither the whole domain nor approximate them em-
pirically with all the training points. Using per-sample loss values
from NN iterations before 𝑖 is not possible either, as the values are
simply not comparable. Hence, we propose to approximate it with
per-sample loss deviation statistics assuming that the higher the per-
sample loss deviation from an average batch loss, the higher the
loss. With this metric points from different batches, hence, different
NN states, are comparable.

Before running the framework, we define the computational
budget by choosing a number of total simulations runs 𝑆 , hence,
creating a set of input parameters Λ𝐽 = {_1, . . . , _ 𝑗 , . . . _𝑆 }. At any
iteration 𝑖 ′, there is a set of inputs Λ(𝑖

′)
𝐽
⊆ Λ𝐽 of size 𝑆done for

which the clients have computed the full trajectories and all points
have been seen by the NN.

Let 𝑙 (𝑖)
𝑗𝑡

= 𝐿\𝑖 (𝑥 𝑗,𝑡 ) denote per-sample loss. As a sample can
potentially be seen by the NN across several batches 𝑏𝑖 before iter-
ation 𝑖 ′, we denote the set of these batches indexes 𝐼 𝑗𝑡 ≔ {𝑖 |𝑥 𝑗,𝑡 ∈
𝑏𝑖 } ⊂ [0 : 𝑖 ′]. Then:

Λ
(𝑖′)
𝐽

= {_ 𝑗 |∃𝑙 (𝑖)𝑗𝑡 ,∀𝑖 ∈ 𝐼 𝑗𝑡 , 𝑡 = [0 : 𝑇 ]}

We compute and store batch-loss mean ` (𝑙 (𝑖) ) and standard devi-
ation 𝜎 (𝑙 (𝑖) ), where 𝑙 (𝑖) = {𝑙 (𝑖)

𝑗𝑡
|𝑥 𝑗,𝑡 ∈ 𝑏𝑖 }. Then for any _ 𝑗 ∈ Λ𝑖

′
𝐽
,

we calculate deviation values 𝛿 𝑗𝑡 = {𝛿 (𝑖)𝑗𝑡 |𝑖 ∈ 𝐼 𝑗𝑡 } defined as:

𝛿
(𝑖)
𝑗𝑡

=
max(𝑙 (𝑖)

𝑗𝑡
− ` (𝑙 (𝑖) ), 0)

𝜎 (𝑙 (𝑖) )
(4)

We then average across timesteps:

L̂\𝑖′ (_ 𝑗 ) = 𝑄 𝑗 ≔ 𝑄 (𝛿 𝑗𝑡 ) =
1
𝑇

∑︁
𝑡=1:𝑇

𝛿 𝑗𝑡 = (5)

=
1
𝑇

∑︁
𝑡=1:𝑇

1
|𝐼 𝑗𝑡 |

∑︁
𝑖∈𝐼 𝑗𝑡

𝛿
(𝑖)
𝑗𝑡

(6)

Not to store all the values, we iteratively update the statistic 𝛿 𝑗𝑡
upon the availability of new values.

3.2 Adaptive Multiple Importance Sampling
Instead of choosing points from a pool or a dataset, we want to sam-
ple new points according to progressing L\ . We propose to use an
Adaptive Multiple Importance Sampling (AMIS) algorithm, inspired
by the Population Monte Carlo (PMC) algorithm and previously
presented in off-line context [14]. An Importance Sampling (IS)
goal is to build a proposal probability distribution 𝑞, which is easy
to sample from, to approximate an unknown target distribution 𝜋 ,
which can be evaluated up to a normalizing constant.

In PMC, the proposal is built iteratively. At iteration 𝑖 𝑞 (𝑖) is a
mixture (population) of 𝑁 proposals: 𝑞 (𝑖) =

∑
𝑛=1:𝑁 𝑞

(𝑖)
𝑛 (·|`

(𝑖)
𝑛 , Σ).

The initial locations ` (0)𝑛 are given or chosen randomly and Σ = 𝜎I𝑑
is a hyperparameter. Next, one random value is sampled from each

proposal, and an importance weight is calculated:

𝑥
(𝑖)
𝑛 ∼ 𝑞 (𝑖)𝑛 (·|`

(𝑖)
𝑛 , 𝜎) (7)

𝑤
(𝑖)
𝑛 =

𝜋 (𝑥 (𝑖)𝑛 )
𝑞
(𝑖)
𝑛 (𝑥

(𝑖)
𝑛 )

(8)

Then a multinomial distribution with weights {𝑤 (𝑖)𝑛 }𝑛=1:𝑁 is trialed
𝑁 times, i.e., we resample {𝑥 (𝑖)𝑛 }𝑛=1:𝑁 with replacements and obtain
{𝑥 (𝑖)𝑛𝑖 }𝑛𝑖 ∈{1:𝑁 },𝑖=1:𝑁 . The resampled values are used as new location
parameters ` (𝑖+1)𝑛 .

0.20

0.020.32

0.08

0.04

0.26
0.08

Initial points with weights
Initial

Sample from proposals R=0.7, mixed new points
Uniform
Eliminated
Sampled

Figure 1: A visual presentation of the sampling algorithm
starting with 𝑁 = 7 initial locations, that are next weighted
to build the Gaussian mixture proposal and sample from this
distribution 𝐾 = 10 new samples. Last, 30% of these points are
discarded and substituted with uniform points to maintain
exploration capabilities.

In our context, the target is the approximated distribution L̂\ . As
obtaining 𝑥 (𝑖)𝑛 at each PMC iteration for the same L̂\ is not feasible
— NN training is considerably faster than the creation of the data
— we perform only one PMC iteration. We build a proposal once
every 𝑃 NN iterations. Triggering resampling according to metrics
such as Effective Sample Size and/or Entropy is left for future work.

At NN iteration 𝑖 = 0, the whole set Λ𝐽 is sampled uniformly.
At resampling iteration 𝑠 , 𝑖 = 𝑠 · 𝑃 (Figure 1), we have a subset
of simulations waiting for execution, i.e. Λ̃(𝑖)

𝐽
≔ Λ𝐽 \ Λ(𝑖)𝐽 of size

𝐾 = 𝑆 − 𝑆done. We want to substitute the corresponding input
parameters by sampling 𝐾 new points. To build a proposal 𝑞 (𝑠) , we
use a population of window size 𝑁 ≤ 𝑆done, i.e., last _ 𝑗 ∈ Λ

(𝑖)
𝐽

in

order of 𝑄 𝑗 value updates, for which we keep the notation Λ
(𝑖)
𝐽
.

Here, the points _ 𝑗 are the initial locations of the proposal, and 𝑄 𝑗

are target distribution evaluations. Then importance weights1 are:

𝑤 𝑗 ′ =
𝑄 𝑗 ′

1
𝑁

∑
𝑗 𝑄 𝑗

∀_′𝑗 , _ 𝑗 ∈ Λ
(𝑖)
𝐽

(9)

and we resample 𝑘 =1 :𝐾 locations to build the proposal:

_ 𝑗𝑘 ∼ Mult(Λ(𝑖)
𝐽
,𝑤 𝑗 , 𝐾) (10)

𝑞 (𝑠) (·) =
∑︁
𝑘

𝑞
(𝑠)
𝑘
(·) =

∑︁
𝑘

Gauss(·|_ 𝑗𝑘 , 𝜎) . (11)

1Normally, we should divide by a proposal likelihood, but in experiments, we have
not noticed if division affects the quality, so it is omitted in this paper.
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Finally, we resample new input parameters:

Λ̃
(𝑠)
𝐽
← {_𝑘 ∼ 𝑞

(𝑠)
𝑘
(·)}𝑘 (12)

In our implementation, the complexity of one iteration is 𝑂 (𝐾),
though it can be parallelized. If the point sampled appeared out of
bounds, we decrease 𝜎 by 3𝑒−1 for its proposal member and sample
again. We do it at most five times, and otherwise, the location is
left the same. The decreased 𝜎 is passed to this proposal member.
We use MultivariateNormal class from Pytorch.

The IS algorithms are known to suffer from mode collapse and
underexploration. To tackle this issue and balance a training set,
we create a mixture distribution: 𝑟 (𝑠) ·𝑞 (𝑠) (·) + (1− 𝑟 (𝑠) ) · U(Λ). In
our implementation (Eq. (12)), inputs are substituted with uniform
points with probability 𝑟 (𝑠) . The concentrate-explore value 𝑟 (𝑠) ∈
[0, 1] changes as: 𝑟 (𝑠) = max

(
𝑠 · 𝑟𝑒−𝑟𝑠𝑟𝑐

, 𝑟𝑒

)
. The triplet (𝑟𝑠 , 𝑟𝑒 , 𝑟𝑐 ) is

a hyperparameter.

3.3 HPC implementation details
We expand the Melissa DL server with the steering mechanism
(Figure 2) to apply Breed. The resampling is triggered by the server
periodically based on the NN training iteration. Firstly, the server
acquires a consistent view of the launcher’s job submissions. Sec-
ondly, it identifies the simulations that have not yet been submitted
for resampling the inputs and, finally, starts the resampling algo-
rithm.

Figure 2: The server’s communication with the launcher for
the input parameters update mechanism. The number of
simulations to run is defined by the budget 𝑛.

The Melissa launcher has a limit𝑚 on the maximum number of
jobs allowed to run simultaneously, determined by the available
resources. Assuming the trigger is invoked while currently running
or submitted simulation 𝑆𝑘 , where 𝑘 is the highest simulation ID
observed from the launcher’s perspective. The exact start time of
the next simulations from 𝑆𝑘+1 to 𝑆𝑘+𝑚−1 cannot be determined due
to the inherent uncertainty of the batch scheduler. Therefore, the
server always chooses 𝑆𝑘+𝑚 as the starting point and thus avoids
inconsistencies that lead to resampling the parameters that may
have been already submitted.

The primary limitation of this approach lies in selecting the ap-
propriate trigger period. For instance, if the period is too frequent,
a resampled generation might never execute with the same param-
eters as it is likely to be overwritten multiple times. Consequently,
this value is left to the user’s discretion, taking into account the
execution speeds of both the solvers and the training process.

4 Experimental study
We experiment with a 2D Heat PDE solver called HeatPDE (Appen-
dix B.1), focusing on the analysis of the method’s hyperparameters
space and its performance with different NN sizes. We compare our
method to an on-line training of a surrogate where input parame-
ters are sampled uniformly, which we refer to as Random. We chose
the heat PDE case due to its relatively low computational demands
and ease of interpretability.

The surrogate is trained to directly predict the discretized tem-
perature field: 𝑢\ (_, 𝑡) = 𝑢_ (𝑥, 𝑡), where _ = [𝑇0,𝑇1,𝑇2,𝑇3,𝑇4] ∈
[100, 500]5 ⊂ Λ are the initial and four boundary temperatures
and 𝑡 ∈ [0, 1, . . . , 100]. We choose a multilayer perceptron with an
input layer of 6 neurons, 𝐿 hidden layers of 𝐻 neurons with ReLU
activation, and an output of𝑀2 = 642 neurons. It is trained using
Adam optimizer with a learning rate of 1𝑒−3 and batch size 𝐵 = 128.
The simulations run budget is 𝑆 = 800, and the pre-created fixed
validation set has 200 full-trajectory simulations with parameters
generated from a quasi-uniform Halton sequence.

4.1 Study description
We conduct two systematic studies: across different model config-
urations (Figure 3a) and across different Breed hyperparameters
(Figure 3b). All other configuration values are fixed for fair com-
parison (see appendix Table 1). We vary:

(1) The hidden size 𝐻 and number of layers 𝐿 of the fully con-
nected NN;

(2) The 3 parameters associated with sampling: window size 𝑁
and period 𝑃 (implementation), width 𝜎 (PMC);

(3) The 3 parameters associated with 𝑟 value: (𝑟𝑠 , 𝑟𝑒 , 𝑟𝑐 ).

The model configuration affects its expressivity and capability to
capture more complex data. It directly connects to overfitting and
underfitting phenomena, which in an on-line setting are specifically
important. We study values 𝐻 = [16, 32, 64] and 𝐿 = [1, 2, 3], run
two experiments, with Random and Breed steering.

The window size defines the size of the proposal population,
which might affect distribution approximation: smaller values can
make it “unstable” while bigger values can make it “outdated”. We
study values [50, 600, 1000].

The period affects the computational load — how often we per-
form resampling . It can also affect the distribution approximation
quality as Breed is trying to follow a dynamically changing target
L\𝑖 . Currently, the period is static, but we expect to extend it to
an adaptive trigger that uses the usual MCMC modeling metrics,
e.g., effective size and expected improvement. We study values
[10, 50, 100, 300, 500].

The tuning of width 𝜎 is a known issue in PMC algorithms.
Smaller values might make the sampling too “myopic” while bigger
values might make it not concentrative enough. Finding a golden
middle is challenging. We study values [1.0, 5.0, 10.0, 25.0].

The biggest tuning burden is created by 𝑟 -value, as it is specific
to the problem, the model, and parameter 𝑃 . However, this mixing
ratio was the simplest technique for the exploitation-exploration
dilemma, which also appears in MCMC modeling and reinforce-
ment learning. We chose a “linear-constant” change scheme based
on heuristics from our previous work, where we noticed that a
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Figure 3: Experimental study over hyperparameters. The changing parameter is indicated in each legend box. The training
curve is averaged with a moving window of 40 iterations (dotted line) for visibility. The Y-axis is a logarithmic scale, and it is
shared across all plots. Values presented near the curves are the last validation loss values.

“warming up” period was needed to prevent convergence destabi-
lization. In future work, our main goal is to adopt adaptive solutions.
We study values 𝑟𝑠 = [0.1, 0.5, 0.8, 1.0], 𝑟𝑒 = [0.7, 0.9], 𝑟𝑐 = [2, 4].

4.2 Results discussion
While overall Breed performance is not clearly better than Ran-
dom, which can be explained by HeatPDE case simplicity, we see a
specific pattern. Given higher expressivity to the model, Random
experiments tend to show overfitting, which is especially noticeable
for 𝐻 = 16, 𝐿 = 3, while Breed training and validation curves stay
close 2 (Figure 3a).

We see overfitting for some hyperparameter values (Figure 3b),
i.e., high 𝑟𝑠 and low 𝜎 . As for the convergence, we observe that
higher window sizes and lower periods tend to make training di-
vergent at the beginning, which affects further iterations. Within
the 𝑟𝑠 study, we see that value 0.5 also shows divergence at earlier
iterations, but at later ones, converges faster, and its training loss is
higher than validation loss, which is a good sign of generalization
abilities. Consequently, 𝑟𝑒 and 𝑟𝑐 affect the training as well.

Apart from performance analysis, we conducted explorative
analysis across training statistics. Our central insight is that the
conditional distribution of input parameters created overall for the
run is clearly shifted when we use Breed (Figure 4). We calculated
a per input vector deviation, which represents how large is the
difference between the temperatures 𝑇0:5, and built a histogram.
In Figure 4b, we compare the fixed configuration run with the

2In Melissa, a training thread may operate more frequently than a receiving thread. It
can result in more training iterations independent of the run configuration, which we
observe in figures.

Random and Breed methods. The mean of the latter distribution is
shifted toward higher deviation values. It means that Breed focuses
sampling in Λ regions where temperatures are more diverse. It makes
sense for the HeatPDE case, as diverse temperatures bring more
dynamicity to the trajectory, which should be harder to learn. To
see this phenomenon clearly, we compared the histograms for the
uniform and proposal samples for one Breed run in Figure 4a.

Additionally, we calculated the correlation coefficients between
the NN iteration, per-sample and batch losses, and our proposed
deviation loss metric𝑄 𝑗 . We noticed that our metric has no correla-
tion to the NN iteration (-0.02) but has a positive correlation (0.27)
with per-sample loss, while batch loss and sample loss correlate
with the NN iteration (0.4, 0.31). It means, we constructed a metric
that is comparable between NN iterations and partially representative
of per-sample loss. See a visual representation of the correlation
matrix in appendix Figure 6.

5 Related work
The question of active learning originated in the context of training
NNs with a finite dataset [39]. The goal is to “select a small subset of
unlabeled samples from a large pool of data for labeling and training,
while achieving comparable generalization performance to learning
on the entire dataset” [6]. Active learning in that context relies on
two main criteria. The first one is based on uncertainty, choosing
samples that the neural models are most uncertain about. The sec-
ond is based on diversity, selecting samples bringing diversity in the
feature space compared to the already labeled ones [6]. It is tackled
in various ways: measuring samples uncertainty by approximat-
ing training dynamics [24, 40], calculating samples influence [19],
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Figure 4: Input parameter deviation histogram obtained from
one run of 800 input parameters. On the left (a), comparison
per source of point (whether uniform or proposal) for one
Breed run; on the right (b), comparison of two runs (Random
and Breed). The mean is plotted to better see the distribution
shift.

selecting representative subsets with use of gradients [17, 20, 21],
with also extensions to data streams [7].

In the AI4Science domain, active learning has recently seen a
surge of interest to improve PINNs training. PINNs are trained by
choosing collocation points. Uniform sampling is the standard ap-
proach, but alternative adaptive sampling strategies have been pro-
posed in an attempt to improve noticeably hard-to-train networks.
Approach ranges from re-weighting sample importance [32, 44],
creating a training subset based on a probability distribution cal-
culated from the normalized losses [43], or retaining points whose
loss is higher than average and resampling the remaining ones
uniformly for each iteration [12]. [25] proposes to use values cal-
culated with the Neural Tangent Kernel (NTK) instead of the loss,
giving a more precise insight into the influence of each sample. The
compute overhead is shown to be compensated by the gain on the
convergence speed.

The paper [30] proposes to apply classical active learning algo-
rithms to multi-parametric surrogate training. Their approach is
fully off-line, using active learning with lightweight NNs to gather
metrics to build a static data set, which is next used for training
the full-featured surrogate. Simulation-based inference (SBI) [11]
trains a NN from simulations to solve an inverse problem. The NN
often relies on normalizing flows to learn the posterior distribu-
tion, which can be used in turn to select the input parameters of
the next set of simulations to run. We can also mention a former
work [4] that addressed a similar inference issue from simulation
runs, using an LSTM neural architecture with the particularity of
experiments at large scale on more than thousands of CPU nodes.
Another work proposed an HPC framework that relies on machine
learning to adaptively select the members of an ensemble to run
to accelerate the parameter space exploration according to some
given objective [42].

Our proposed sampling method is inspired by a PMC algorithm.
To our knowledge, PMC has not been used for active learning. More
advanced PMC versions exist that instead of sampling within the
vicinity of high probability points with a fixed standard deviation,
exploit geometric information of the target to adapt the location

and scale parameters of those proposals [15, 16] or use normaliz-
ing flows instead of a Gaussian proposal [34]. Deploying such an
algorithm in our context is left for future work.

6 Conclusion
In this paper, we introduced an active learning method for data-
efficient on-line training of deep surrogates using theMelissa frame-
work. Our approach steers data creation by leveraging loss statistics
and Importance Sampling: it guides the solvers to compute trajec-
tories with input parameters in hard-to-learn regions. Preliminary
results with the heat equation showed Breed’s potential to improve
NN generalization ability without computational overhead, as well
as an interpretable choice of points. Future work will focus on con-
ducting experiments for larger-scale and more complex dynamic
PDEs, refining the method with advanced sampling techniques, and
reducing the set of hyperparameters by developing self-adaptive
techniques.
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A Melissa DL Architecture

Figure 5: The Melissa framework architecture consisting of
launcher (orchestrates the process through the cluster’s batch
scheduler), clients jobs (where simulations are executed), and
a server (trains NN and manages reservoirs).

The launcher controls the workflow by interacting with the cluster’s
batch scheduler. It initiates the server, a Python-based code using
PyTorch for multi-GPU training. The server manages the training
process and defines the simulation instances, known as clients.
The server then sends a request to the launcher for submitting
clients based on allocated resources. Once a client starts, it connects
dynamically to the server.

The server maintains a memory buffer called the reservoir, which
goal is to reduce training bias and avoid GPU starvation. Newly
received data from the clients are stored in the reservoir, replacing
older data randomly. If all reservoir samples are new, client execu-
tions are paused temporarily. The server asynchronously creates
random batches from the reservoir for NN training, allowing each
reservoir sample to be reused multiple times. See [28] for a detailed
description of the reservoir algorithm.

B General setup details
B.1 2D HeatPDE with Melissa
The experiments consider the classical heat equation (HeatPDE) on
a 2D rectangular domain:

𝜕𝑢 (𝑥, 𝑡)
𝜕𝑡

= 𝛼
𝜕2𝑢 (𝑥, 𝑡)
𝜕𝑥2

(13)

𝑢 ((𝑥1 = 0, 𝑥2), 𝑡) = 𝑇1, 𝑢 ((𝑥1 = 𝐿, 𝑥2), 𝑡) = 𝑇2 (14)
𝑢 ((𝑥1, 𝑥2 = 0), 𝑡) = 𝑇3, 𝑢 ((𝑥1, 𝑥2 = 𝐿), 𝑡) = 𝑇4 (15)
𝑢 (𝑥, 𝑡 = 0) = 𝑇0 (16)

where𝑢 (𝑥, 𝑡) is the field temperature, 𝛼 is the thermal diffusivity
and [𝑇0,𝑇1,𝑇2,𝑇3,𝑇4] are the initial and 4 boundary temperatures.
The solution is approximated with an in-house solver that imple-
ments a finite difference method with an implicit Euler scheme. The
temperature field is discretized on a𝑀 ×𝑀 Cartesian grid and gen-
erated for 𝑇 = 100 time steps representing △𝑡 = 0.01 seconds each.
In this study, the thermal diffusivity is fixed to 𝛼 = 1𝑚2 .𝑠−1, and

changing this parameter is left for future work. The temperature
parameters are the solver input parameters Λ = R5 that we tend to
sample, which values we bound to interval [100, 500] K.

The surrogate is trained to directly predict the temperature field.
As the initial temperature field is described by the input parameters
vector exhaustively, the NN input is not the field itself but just the
vector and timestep: 𝑢\ (_, 𝑡) = 𝑢_ (𝑥, 𝑡). The NN architecture is a
multilayer perceptron consisting of an input layer of 6 neurons, 𝐿
hidden layers of 𝐻 neurons with ReLU activation, and an output
of𝑀2 neurons. It is trained using Adam optimizer with a learning
rate of 1𝑒−3.

In Melissa, we set the simultaneous job limit to𝑚 = 10 and the
Reservoir watermark value to 300, meaning that the NN training
does not begin until the buffer contains at least 300 unique samples.

B.2 Experiment orchestration
To facilitate a broad analysis study, we employ Snakemake[31],
a workflow management system that enables the execution and
management of scalable, reproducible analysis studies. In our case,
the workflow creates configuration files for Melissa runs across
chosen grid. To ensure the reproducibility3 of our experiments, we
utilize Nix [13] package manager. The experiments were conducted
on the Grid5000 [3] cluster using OAR scheduler [8]. Each Melissa
client as well as the server run one 48 processes MPI job, each one
scheduled on a 48 core node.

C Experiments additional details
Here we provide the Table 1 with exact hyperparameters used in
the study, and 6 is the visualisation of correlation matrix.

Table 1: The fixed hyperparameters details according to vary-
ing (*) parameter: (1) the model size is varied, (2) 𝜎 or 𝑃 or 𝑁
is varied, (3) 𝑟𝑠 or 𝑟𝑒 or 𝑟𝑐 is varied.

𝜎 𝑃 𝑁 𝑟𝑠 𝑟𝑒 𝑟𝑐 𝐻 𝐿

Study (1) 10.0 300 200 0.5 0.7 3 * *
Study (2) */5.0 */200 */200 0.5 0.9 3 16 1
Study (3) 5.0 200 200 */0.1 */1.0 */5 16 1

3Code is available at https://gitlab.inria.fr/melissa/ai4s-sc2024-heatpde.git

https://gitlab.inria.fr/melissa/ai4s-sc2024-heatpde.git
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Figure 6: Correlation between per-sample and per-batch dy-
namics: indicated on the left axis. The upper triangle and
diagonal values are omitted for readability. “Uniform” value
is an indicator of whether the sample was produced by uni-
form mixing, “loss deviation” is the proposed metric, which
is not dependent on NN iteration but still positively corre-
lates with per-sample loss.
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