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#### Abstract

Implicit schemes for solving large-scale linear differential-algebraic systems with constant coefficients necessitate at each integration step the solution of a linear system, typically obtained by a Krylov subspace method such as GMRES. To accelerate the convergence, an approach is proposed that computes good initial guesses for each linear system to be solved in the implicit scheme. This approach requires, at each integration step, a small dimensional subspace where a good initial guess is found using the Petrov-Galerkin process. It is shown that the residual associated with the computed initial guess depends on the dimension of the subspace, the order of the implicit scheme, and the discretization stepsize. Several numerical illustrations are reported.
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## 1. Introduction and motivation

In [2], the authors proposed a way to improve predictor schemes for large systems of ordinary differential equations with constant coefficients. Since the integration schemes involved are implicit, they require the solution of a large linear system at each integration step. These systems are usually solved by a Krylov subspace iterative method that requires good initial guesses and/or good preconditioners to accelerate the convergence. The improvement mentioned above consisted in constructing subspaces of small dimension in which good initial guesses are found. The accuracy of such initial guesses depends on the dimension of the constructed subspaces and the discretization stepsize

[^0]but is independent of the order of the implicit scheme. In the present work, we propose to extend the idea to large linear systems of differential algebraic equations with constant coefficients. Since these equations are of algebraic type, the subspaces defined in [2] may no longer be applicable. For this reason, new subspaces containing good initial guesses will be the focus of this work.

Consider the linear system of differential-algebraic equations (DAEs)

$$
\left\{\begin{array}{l}
B \dot{y}(t)=A y(t)+f(t), \quad \forall t \in\left[t_{0}, T\right]  \tag{1}\\
y\left(t_{0}\right)=y^{(0)}
\end{array}\right.
$$

which results, for example, from the method of lines applied to a linear partial differential algebraic equation, see, e.g., [16], and arises in a wide variety of applications, see, e.g., [8]. Using the Weierstrass canonical form of $\lambda B-A$ (see [11]), equation (1) generally can be separated into an ordinary differential system and an algebraic differential system. A concept that plays an important role in the solution of (1) is the index which can be defined as the number of times the algebraic part has to be differentiated to obtain an ordinary differential system. A higher index causes numerical difficulties. For example, the papers [9,13,22] propose index reduction techniques for linear (time-varying or constant coefficients) DAEs with the aim of using appropriate numerical methods. The survey [3] presents the solution theory of DAEs of type (1) and discusses, among other subjects, numerical methods to check the solvability properties of DAEs as well as index reduction. A family of multistep difference schemes is proposed in [7] for the numerical solution of time-varying DAEs of index at most 2 , see also [5,6] for a similar approach. Most of the proposed techniques are limited to small size problems.

However, as we will see below, our goal is not the numerical resolution of (1) and, therefore, the concept of index will not be relevant in this work.
We assume throughout this paper that $A$ and $B$ are real large $n \times n$ matrices and that the pencil $\lambda B-A$ is regular (i.e., there exists $\lambda$ such that $\operatorname{det}(\lambda B-A) \neq 0$ ). We make no particular assumption on $B$.
Note that if $f \in C^{r+\nu-1}\left(\left[t_{0}, T\right]\right)$ (i.e., $(r+\nu-1)$-times continuously differentiable in $\left[t_{0}, T\right]$ ), where $r$ is a nonnegative integer and $\nu$ is the index of the pencil $\lambda B-A$ (i.e., the degree of nilpotency in the Weierstrass canonical form of $\lambda B-A)$ and $\left(y^{(0)}, f\left(t_{0}\right)\right)$ satisfies the consistency condition (see, e.g., [17, chap. 2]), then (1) has a unique solution $y \in C^{r}\left(\left[t_{0}, T\right]\right)$. In order to avoid repetition, the function $f$ will be assumed to be sufficiently smooth and the consistency condition is satisfied to guarantee the existence and uniqueness of the solution of (1) in the set $C^{r}\left(\left[t_{0}, T\right]\right)$, where $r$ is a given integer.

Suppose we wish to solve (1) by an implicit scheme. Let $t_{i}=t_{0}+i h$, where $h=$ $\left(T-t_{0}\right) / N$ is the discretization stepsize, and let $y_{i}$ be an approximation of $y\left(t_{i}\right)$. Most standard implicit schemes applied to (1) can be written as

$$
\left\{\begin{array}{l}
y_{i+1}=a_{i}+h z_{i}, \quad q \leq i \leq N-1  \tag{2}\\
y_{0}=y^{(0)}
\end{array}\right.
$$

where $y_{0}=y^{(0)}, y_{1}, \ldots, y_{q}$ are given, $q \ll N, a_{i}$ is a vector generally depending on $f$ and $y_{i-k}, 0 \leq k \leq q$. Since this scheme is implicit, at each time step, one must solve a linear system of the form

$$
\begin{equation*}
C z_{i}=b_{i} \tag{3}
\end{equation*}
$$

where $C$ is a nonsingular matrix depending on $A, B$ and $h$; and $b_{i}$ is a vector depending on $A, B, y_{i-l}, l=0, \ldots, q$ and $f\left(t_{i-k}\right), k=-1, \ldots, q$.
Without loss of generality we suppose that $b_{i}$ is of the form

$$
\begin{equation*}
b_{i}=\sum_{l=0}^{q}\left(\xi_{l} A+\psi_{l} B\right) y_{i-l}+\sum_{k=-1}^{q} \phi_{k} f\left(t_{i-k}\right), \tag{4}
\end{equation*}
$$

where $\xi_{l}, \psi_{l}$ and $\phi_{k}$ are real parameters.
As we will see in Section 2, the classical implicit schemes satisfy (2), (3) and (4).
Note that if $B$ is invertible, then using for example the BDF scheme (see (9), (11)), the system (3) is mathematically equivalent to

$$
\left(I-\beta h B^{-1} A\right) z_{i}=B^{-1} b_{i}
$$

Therefore this scheme is associated with the ordinary differential system

$$
\left\{\begin{array}{l}
\dot{y}(t)=B^{-1} A y(t)+B^{-1} f(t), \quad \forall t \in\left[t_{0}, T\right] \\
y\left(t_{0}\right)=y^{(0)}
\end{array}\right.
$$

on which the results of [2] can be applied (i.e., estimates similar to those of Theorems $3.2,3.3$ can be obtained, where the $\mathcal{O}\left(h^{p}\right)$ term is absent).

Throughout this paper we assume that the scheme (2) is stable (see, e.g., [4, p.72]) and that, for $i=1, \ldots, q, y_{i}$ is obtained with an $i$-step stable scheme and of the same order as (2).
Since the linear system (3) is large and sparse and the right-hand sides, i.e., the $b_{i}^{\prime} s$, will tend to get closer as the iterations unfold (see (17)), it is natural to use an iterative Krylov subspace method rather than a direct method even if the matrix $C$ is constant for all iterations. However, unless a very good preconditioner is available, the effectiveness of such an iterative method strongly depends on the initial guess.

Our goal is to propose a cheap Petrov-Galerkin based approach that allows the computation of a good initial guess for each linear system to be solved in (3). We will illustrate this approach with the classical schemes mentioned above.

We emphasize that our objective is not the numerical solution of (1), but rather the computation of an approximate solution of the linear system (3) which will be used as initial guess in an iterative method in order to quickly arrive at a good approximate solution of (3). This will naturally lead to an acceleration, whatever the implicit scheme used. For this reason, issues specific to numerical methods for DAEs are not discussed. Such issues are well addressed in the literature (see, e.g., $[4,17,18]$ ).

This paper is organized as follows. In Section 2 we explain that the relations (2), (3) and (4) are shared by the classical implicit schemes. In Section 3 we briefly review the projection method of Petrov-Galerkin type, describe the proposed approach for computing a good initial guess to the linear systems (3), and provide estimate on the quality of the computed initial guess. The algorithmic aspect of the proposed approach is discussed and numerically illustrated in Section 4 and a conclusion is given in Section 5.
2. Examples of implicit schemes satisfying (2), (3) and (4)

As already mentioned, most standard implicit schemes can be expressed as in (2), (3) and (4). For example

- the implicit Euler scheme applied to (1) writes

$$
\begin{equation*}
B\left(y_{i+1}-y_{i}\right)=h\left(A y_{i+1}+f\left(t_{i+1}\right)\right) . \tag{5}
\end{equation*}
$$

It can be transformed to (2)-(3)-(4) with

$$
\begin{equation*}
a_{i}=y_{i}, C=B-h A, b_{i}=A y_{i}+f\left(t_{i+1}\right) \tag{6}
\end{equation*}
$$

- The Crank-Nicolson scheme applied to (1) writes

$$
\begin{equation*}
B\left(y_{i+1}-y_{i}\right)=\frac{h}{2}\left(A\left(y_{i}+y_{i+1}\right)+f\left(t_{i}\right)+f\left(t_{i+1}\right)\right) \tag{7}
\end{equation*}
$$

It can be transformed to (2)-(3)-(4) with

$$
\begin{equation*}
a_{i}=y_{i}, C=B-\frac{h}{2} A, b_{i}=A y_{i}+\frac{f\left(t_{i}\right)+f\left(t_{i+1}\right)}{2} . \tag{8}
\end{equation*}
$$

- The backward differentiation formula (q-step BDF) applied to (1) writes

$$
\begin{equation*}
\sum_{j=0}^{q} \alpha_{j} B y_{i+j-q+1}=h \beta\left(A y_{i+1}+f\left(t_{i+1}\right)\right) \tag{9}
\end{equation*}
$$

where the vectors $\left(y_{j}\right)_{0 \leq j \leq q-1}$ are given, $\alpha_{q}=1$, and the coefficients $\alpha_{0}, \ldots, \alpha_{q}, \beta$ are obtained by requiring that the order of accuracy of the method is as high as possible. In particular, the case $q=1$ yields the implicit Euler scheme (also referred to as BDF1). For the intermediate values, $q=2,3,4$ we have the following $q$-step BDF methods:

$$
\begin{align*}
& B y_{i+1}-\frac{4}{3} B y_{i}+\frac{1}{3} B y_{i-1}=\frac{2}{3} h\left(A y_{i+1}+f\left(t_{i+1}\right)\right),  \tag{10a}\\
& B y_{i+1}-\frac{18}{11} B y_{i}+\frac{9}{11} B y_{i-1}-\frac{2}{11} B y_{i-2}=\frac{6}{11} h\left(A y_{i+1}+f\left(t_{i+1}\right)\right)  \tag{10b}\\
& B y_{i+1}-\frac{48}{25} B y_{i}+\frac{36}{25} B y_{i-1}-\frac{16}{25} B y_{i-2}+\frac{3}{25} B y_{i-3}=\frac{12}{25} h\left(A y_{i+1}+f\left(t_{i+1}\right)\right), \tag{10c}
\end{align*}
$$

referred, respectively, to as BDF2, BDF3 and BDF4.
The scheme (9) can be rearranged as (2)-(3)-(4) with

$$
\begin{equation*}
a_{i}=-\sum_{j=0}^{q} \alpha_{j} y_{i+j-q}, C=B-\beta h A, b_{i}=\beta\left(f\left(t_{i+1}\right)+A a_{i}\right) . \tag{11}
\end{equation*}
$$

- The s-stage implicit Runge-Kutta scheme applied to (1) writes

$$
\begin{align*}
& B y_{i, k}=A\left(y_{i}+h \sum_{j=1}^{s} a_{k j} y_{i, j}\right)+f\left(t_{i}+c_{k} h\right), \quad 1 \leq k \leq s,  \tag{12a}\\
& y_{i+1}=y_{i}+h \sum_{k=1}^{s} d_{k} y_{i, k}, \quad 0 \leq i \leq N-1, \tag{12b}
\end{align*}
$$

where the scalars $c_{k}$ and $d_{k}$ are given and the (unknown) quantities $y_{i, k}$ are estimates for $\dot{y}\left(t_{i}+c_{k} h\right)$. The equation (12a) defines a linear system of dimension $s . n$ of the form (3) where

$$
\begin{equation*}
z_{i}=\left(y_{i, 1}^{T}, y_{i, 2}^{T}, \ldots, y_{i, s}^{T}\right)^{T}, C=\left(I_{s} \otimes B\right)-h\left(A_{0} \otimes A\right), b_{i}=\left(\mathbf{1}_{s} \otimes A y_{i}\right)+F_{i} \tag{13}
\end{equation*}
$$

and where $\mathbf{1}_{s}=(1, \ldots, 1)^{T} \in \mathbb{R}^{s}, A_{0}=\left(a_{k j}\right)_{1 \leq k, j \leq s}, F_{i}=\left(f\left(t_{i}+c_{1} h\right)^{T}, \ldots, f\left(t_{i}+c_{s} h\right)^{T}\right)^{T}$ and the symbol $\otimes$ denotes the Kronecker product.
The relation (12b) can then be cast in the form of (2): $y_{i+1}=a_{i}+h Z_{i}$ with $a_{i}=y_{i}$, $Z_{i}=\left(d \otimes I_{n}\right) z_{i}$, where $d=\left(d_{1}, \ldots, d_{s}\right)$.

A detailed presentation of these schemes can be found, for example, in [1,4,15,17]. These schemes will be tested in Section 4.

## 3. Acceleration of implicit scheme

In this section we propose some subspaces of small dimension where a good initial guess for each linear system (3) is found using the Petrov-Galerkin process. Recall that the Petrov-Galerkin process for solving (3) requires a subspace $\mathcal{V}_{i}$ of small dimension in which an approximate solution $\hat{z}_{i}$ to $z_{i}$ is found such that

$$
\begin{equation*}
\left\|b_{i}-C \hat{z}_{i}\right\|=\min _{z \in \mathcal{V}_{i}}\left\|b_{i}-C z\right\| \tag{14}
\end{equation*}
$$

Here and throughout this paper, the symbol \| \| denotes the 2-norm for vectors and matrices. The approximate solution $\hat{z}_{i}$ is given by $V_{i} x_{i}$, where $V_{i}$ is a matrix whose columns form a basis of $\mathcal{V}_{i}$ and $x_{i}$ is the solution of the projected linear system

$$
\begin{equation*}
\left(\left(C V_{i}\right)^{T} C V_{i}\right) x_{i}=\left(C V_{i}\right)^{T} b_{i} \tag{15}
\end{equation*}
$$

Since the matrix $\left(C V_{i}\right)^{T} C V_{i}$ is of small size, the computation of $x_{i}$ is not expensive. In the following theorem we define a subspace of small dimension that contains a good initial guess for the linear system (3).
Theorem 3.1 Let $\mathcal{V}_{i}=\operatorname{span}\left\{z_{i-r}, z_{i-(r-1)}, \ldots, z_{i-1}\right\}$. Then there exists a $z$ in $\mathcal{V}_{i}$ such that for $i=q, \ldots, N-1$,

$$
\begin{equation*}
\left\|b_{i}-C z\right\|=\mathcal{O}\left(h^{p}\right)+\mathcal{O}\left(h^{r}\right) \tag{16}
\end{equation*}
$$

where $p$ is the order of the implicit scheme (2).
Proof Since $f, y \in C^{r}\left(\left[t_{0}, T\right]\right)$ (see Introduction), from Lagrange interpolation formula (see, e.g., [10]) we have, for $q \leq i \leq N-1,0 \leq l \leq q$ and $-1 \leq k \leq q$

$$
\begin{align*}
& \left\|y\left(t_{i-l}\right)-\sum_{m=1}^{r} \alpha_{m, r} y\left(t_{i-l-m}\right)\right\|=\mathcal{O}\left(h^{r}\right)  \tag{17a}\\
& \left\|f\left(t_{i-k}\right)-\sum_{m=1}^{r} \alpha_{m, r} f\left(t_{i-k-m}\right)\right\|=\mathcal{O}\left(h^{r}\right) \tag{17b}
\end{align*}
$$

where $\alpha_{m, r}=(-1)^{m-1} \frac{r!}{m!(r-m)!}$.
Since the scheme (2) is stable and of order $p$, we have (see [4, p. 72])

$$
\begin{align*}
\left\|y_{i-l}-\sum_{m=1}^{r} \alpha_{m, r} y_{i-l-m}\right\| & =\|\left(y_{i-l}-y\left(t_{i-l}\right)\right)+\left(y\left(t_{i-l}\right)-\sum_{m=1}^{r} \alpha_{m, r} y\left(t_{i-l-m}\right)\right) \\
& +\sum_{m=1}^{r} \alpha_{m, r}\left(y\left(t_{i-l-m}\right)-y_{i-l-m}\right) \| \\
& =\mathcal{O}\left(h^{p}\right)+\mathcal{O}\left(h^{r}\right) \tag{18}
\end{align*}
$$

Let $z=\sum_{m=1}^{r} \alpha_{m, r} z_{i-m}$. Then $z \in \mathcal{V}_{i}$ and from (3) and then (4) we obtain

$$
\begin{aligned}
\left\|b_{i}-C z\right\| & =\left\|b_{i}-\sum_{m=1}^{r} \alpha_{m, r} b_{i-m}\right\| \\
& \leq \sum_{l=0}^{q}\left\|\left(\xi_{l} A+\psi_{l} B\right)\left(y_{i-l}-\sum_{m=1}^{r} \alpha_{m, r} y_{i-l-m}\right)\right\| \\
& +\sum_{k=-1}^{q}\left|\phi_{k}\right|\left\|f\left(t_{i-k}\right)-\sum_{m=1}^{r} \alpha_{m, r} f\left(t_{i-k-m}\right)\right\|
\end{aligned}
$$

Now from (17b) and (18), we obtain $\left\|b_{i}-C z\right\|=\mathcal{O}\left(h^{p}\right)+\mathcal{O}\left(h^{r}\right)$.
Actually, the motivation of the present work stems from the drawback of the subspace defined in Theorem 3.1 where the linear systems (3) are solved exactly for each integration step. To avoid this drawback, we use an approximation $\tilde{z}_{i-k}$ of $z_{i-k}, k=1, \ldots r$. We therefore consider the following approximation of the scheme (2)

$$
\left\{\begin{array}{l}
\tilde{y}_{i+1}=\tilde{a}_{i}+h \tilde{z}_{i}, \text { for } i=q, \ldots, N-1,  \tag{19}\\
\tilde{y}_{0}=y^{(0)}
\end{array}\right.
$$

where, for $i=1, \ldots, q, \tilde{y}_{i}$ is computed with an $i$-step scheme such that

$$
\begin{equation*}
\max _{1 \leq i \leq q}\left\|\tilde{y}_{i}-y_{i}\right\|=\mathcal{O}(\varepsilon) \tag{20}
\end{equation*}
$$

with some tolerance threshold $\varepsilon$ and where, for $i=q, \ldots, N-1, \tilde{z}_{i}$ is an approximation of $z_{i}$, computed by an iterative method such that

$$
\begin{equation*}
\left\|\tilde{b}_{i}-C \tilde{z}_{i}\right\| \leq \varepsilon\left\|\tilde{b}_{i}\right\| \tag{21}
\end{equation*}
$$

and where $\tilde{a}_{i}$ and $\tilde{b}_{i}$ are obtained by replacing the $y^{\prime}{ }_{j} s$ in the expression of $a_{i}$ in (2) and $b_{i}$ in (4) by the $\tilde{y}_{j}^{\prime} s$.
Since (2) is assumed to be stable, we deduce from (20) and (21) that (see [4, p.72]):

$$
\begin{equation*}
\max _{0 \leq i \leq N}\left\|\tilde{y}_{i}-y_{i}\right\|=\mathcal{O}(\varepsilon) . \tag{22}
\end{equation*}
$$

In the next theorem, we redefine $\mathcal{V}_{i}$ as the subspace spanned by the last $r$ vectors $\tilde{z}_{i-k}$, and we show that it contains a good initial guess of the linear system (3).
Theorem 3.2 Let $\mathcal{V}_{i}=\operatorname{span}\left\{\tilde{z}_{i-r}, \tilde{z}_{i-(r-1)}, \ldots, \tilde{z}_{i-1}\right\}$ where $\tilde{z}_{i-m}, 1 \leq m \leq r$, satisfy (21). Then there exists $a z$ in $\mathcal{V}_{i}$ such that for $i=q, \ldots, N-1$,

$$
\left\|\tilde{b}_{i}-C z\right\|=\mathcal{O}\left(h^{p}\right)+\mathcal{O}\left(h^{r}\right)+\mathcal{O}(\varepsilon) .
$$

Proof Let $z=\sum_{m=1}^{r} \alpha_{m, r} \tilde{z}_{i-m}$. Then, $z \in \mathcal{V}_{i}$ and we can write

$$
\begin{aligned}
\left\|\tilde{b}_{i}-C z\right\| & =\left\|\tilde{b}_{i}-\sum_{m=1}^{r} \alpha_{m, r} \tilde{b}_{i-m}+\sum_{m=1}^{r} \alpha_{m, r} \tilde{b}_{i-m}-\sum_{m=1}^{r} \alpha_{m, r} C \tilde{z}_{i-m}\right\| \\
& \leq\left\|\tilde{b}_{i}-\sum_{m=1}^{r} \alpha_{m, r} \tilde{b}_{i-m}\right\|+\sum_{m=1}^{r}\left|\alpha_{m, r}\right|\left\|\tilde{b}_{i-m}-C \tilde{z}_{i-m}\right\|
\end{aligned}
$$

From (21), we have $\sum_{m=1}^{r}\left|\alpha_{m, r}\right|\left\|\tilde{b}_{i-m}-C \tilde{z}_{i-m}\right\|=\mathcal{O}(\varepsilon)$.
On the other hand we have

$$
\begin{aligned}
\left\|\tilde{b}_{i}-\sum_{m=1}^{r} \alpha_{m, r} \tilde{b}_{i-m}\right\| & \leq \sum_{l=0}^{q}\left\|\left(\xi_{l} A+\psi_{l} B\right)\left(\tilde{y}_{i-l}-\sum_{m=1}^{r} \alpha_{m, r} \tilde{y}_{i-l-m}\right)\right\| \\
& +\sum_{k=-1}^{q}\left|\phi_{k}\right|\left\|f\left(t_{i-k}\right)-\sum_{m=1}^{r} \alpha_{m, r} f\left(t_{i-k-m}\right)\right\|
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|\tilde{y}_{i-l}-\sum_{m=1}^{r} \alpha_{m, r} \tilde{y}_{i-l-m}\right\| & \leq\left\|\tilde{y}_{i-l}-y_{i-l}\right\|+\left\|y_{i-l}-\sum_{m=1}^{r} \alpha_{m, r} y_{i-l-m}\right\| \\
& +\sum_{m=1}^{r}\left|\alpha_{m, r}\right|\left\|y_{i-l-m}-\tilde{y}_{i-l-m}\right\|
\end{aligned}
$$

The proof follows by using (22) and proceeding as in the proof of Theorem 3.1.
Suppose now that at some certain integration steps, the Petrov-Galerkin approximation $\hat{z}_{i}$ satisfies (21). This dispenses with the use of an iterative method to compute $\tilde{z}_{i}$. We set $\tilde{z}_{i}=\hat{z}_{i} \in \mathcal{V}_{i}$ and use the same subspace $\mathcal{V}_{i}$ to compute the next initial guess $\hat{z}_{i+1}$. This reduces the amount of computations in the proposed approach and leads us to re-define the subspace $\mathcal{V}_{i}$. A clarification is given in the following theorem.
Theorem 3.3 Let $\mathcal{V}_{i}=\operatorname{span}\left\{\tilde{z}_{i-l_{k}}, 1 \leq k \leq m\right\}, l_{k}<l_{k+1}$ be the subspace spanned by the last $m$ vectors $\tilde{z}_{i-l_{k}}, k=1, \ldots, m$, whose computation necessitate the use of an iterative method to satisfy (21) and let $r=m+l_{1}-1$. Then there exists a $z$ in $\mathcal{V}_{i}$ such that for $i=q, \ldots, N-1$,

$$
\left\|\tilde{b}_{i}-C z\right\|=\mathcal{O}\left(h^{p}\right)+\mathcal{O}\left(h^{r}\right)+\mathcal{O}(\varepsilon) .
$$

Proof Since $\tilde{z}_{i-l_{1}}$ is the last vector whose computation necessitates the use of an iterative method, the computation of $\tilde{z}_{i-j}$ for $j=1, \ldots, l_{1}-1$ does not necessitate the use of an iterative method and therefore $\tilde{z}_{i-j}=\hat{z}_{i-j} \in \mathcal{V}_{i}$ for $j=1, \ldots, l_{1}-1$. This means that $\mathcal{V}_{i}$ is spanned by the vectors $\left\{\tilde{z}_{i-l_{k}}, k=1, \ldots, m\right\}$ and the vectors $\left\{\tilde{z}_{i-j}, j=1, \ldots, l_{1}-1\right\}$. Then, as in the proof of Theorems 3.1 and 3.2, we show the existence of a vector $z \in \mathcal{V}_{i}$ such that

$$
\left\|\tilde{b}_{i}-C z\right\|=\mathcal{O}\left(h^{p}\right)+\mathcal{O}\left(h^{m+l_{1}-1}\right)+\mathcal{O}(\varepsilon) .
$$

## 4. Algorithm and numerical results

The computation of the sequence $\left(\tilde{y}_{i}\right)$ is formally summarized in the following algorithm.

```
Algorithm 1 [Computation of the sequence \(\tilde{y}_{i}\) defined in (19)]
Input: \(\tilde{y}_{1}, \ldots, \tilde{y}_{q}\)
    We assume that \(\tilde{y}_{1}, \ldots, \tilde{y}_{q}\) are either given or computed with an \(k\)-step scheme such
    that \(\max _{1 \leq k \leq q}\left\|\tilde{y}_{k}-y_{k}\right\|=\mathcal{O}(\varepsilon)\).
Output: \(\left(\tilde{y}_{i}\right)_{q+1 \leq i \leq N}\).
    : Set \(i=q\). Let \(R_{i}\) be the matrix formed by the last \(k_{0}\) vectors \(\tilde{z}_{i-k}, 1 \leq k \leq k_{0}\),
    where \(k_{0}=\min (q, r)\). Orthonormalize the columns of \(R_{i}\) in \(V_{i}\). Compute \(L_{i}=C V_{i}\),
    \(C_{i}=L_{i}^{T} L_{i}, \tilde{a}_{i}\) and \(\tilde{b}_{i}\).
    while \(i \leq N-1\) do
        compute the initial guess \(\hat{z}_{i}=V_{i} C_{i}^{-1} L_{i}^{T} \tilde{b}_{i}\)
        if \(\left\|\tilde{b}_{i}-C \hat{z}_{i}\right\| \leq \varepsilon\left\|\tilde{b}_{i}\right\|\) then
            set \(\tilde{y}_{i+1}=\tilde{a}_{i}+h \hat{z}_{i}, R_{i+1}=R_{i}, V_{i+1}=V_{i}, C_{i+1}=C_{i}, L_{i+1}=L_{i}\), compute \(\tilde{b}_{i+1}\),
            set \(i=i+1\) and go to (3)
        else
            starting with \(\hat{z}_{i}\), compute by a Krylov subspace method \(\tilde{z}_{i}\) that satisfies (21)
        end if
        set \(\tilde{y}_{i+1}=\tilde{a}_{i}+h \tilde{z}_{i}\) and compute \(\tilde{b}_{i+1}\)
        let \(k_{0}\) be the number of columns of \(R_{i}\). If \(k_{0}<r\) then \(R_{i+1}=\left[R_{i}, \tilde{z}_{i}\right]\), else \(R_{i+1}=\)
        [ \(S_{i}, \tilde{z}_{i}\) ], where \(S_{i}\) is the matrix formed by the last \(r-1\) columns of \(R_{i}\). Orthonor-
        malize the columns of \(R_{i+1}\) in \(V_{i+1}\)
        Compute \(L_{i+1}=C V_{i+1}, C_{i+1}=L_{i+1}^{T} L_{i+1}\), and set \(i=i+1\)
    end while
```

In Algorithm 1 and in our numerical tests, the subspace $\mathcal{V}_{i}$ is the one given by Theorem 3.3. If we want to use the subspace $\mathcal{V}_{i}$ of Theorem 3.2, then step 5 should be replaced by:

$$
\text { set } \tilde{z}_{i}=\hat{z}_{i}, \text { and go to } 9
$$

To illustrate the numerical behavior of Algorithm 1, we consider equation (1) with the following data:

- $\left[t_{0}, T\right]=[0,1]$,
- the matrices $A$ and $B$ result from the discretization of a hydrodynamic problem (see [14])

$$
A=\left(\begin{array}{cc}
F & -G  \tag{23}\\
G^{T} & 0
\end{array}\right), \quad B=\left(\begin{array}{cc}
I_{n_{f}} & 0 \\
0 & 0
\end{array}\right)
$$

where $G \in \mathbb{R}^{n_{f} \times n_{g}}$ has full rank, $F \in \mathbb{R}^{n_{f} \times n_{f}}$, and $I_{n_{f}}$ is the identity matrix of size $n_{f}, n_{f}=11200, n_{g}=3999$, the size of $A$ and $B$ is $n=n_{f}+n_{g}=15199$,

- the right hand side $f(t)$ is given by $f(t)=\left(f_{1}(t), \ldots, f_{n}(t)\right)^{T}$ where $f_{k}(t)=e^{-t k \delta x} \sin (k \delta x)$ with $\delta x=1 /(n+1)$,
- the initial value $y^{(0)}$ is given by $y^{(0)}=\left(y_{1}^{(0)}, \ldots, y_{n}^{(0)}\right)^{T}$ where $y_{k}^{(0)}=\cos (k \delta x)$.

Remark 4.1 (i) The assumption that $G$ has full rank is important since, otherwise

$$
\operatorname{ker} A \cap \operatorname{ker} B=\left\{\binom{0}{x}: x \in \operatorname{ker} G\right\}
$$

which implies that the pencil $\lambda B-A$ is singular.
(ii) With the notation (23), the system (1) can be transformed to the ordinary differential system

$$
\left\{\begin{array}{l}
\dot{y}(t)=\mathbb{A} y(t)+\mathbb{F}(t), \quad \forall t \in\left[t_{0}, T\right] \\
y\left(t_{0}\right)=y^{(0)},
\end{array}\right.
$$

where

$$
\begin{aligned}
& \mathbb{A}=\left(\begin{array}{cc}
F & -G \\
G^{\dagger} F^{2} & -G^{\dagger} F G
\end{array}\right), \mathscr{F}(t)=\binom{f_{1}(t)}{\left.G^{\dagger}\left(F f_{1}(t)+\dot{f}_{1}(t)\right)+\left(G^{T} G\right)^{-1} \ddot{f}_{2}(t)\right)}, f(t)=\binom{f_{1}(t)}{f_{2}(t)}, \\
& \text { and } G^{\dagger}=\left(G^{T} G\right)^{-1} G^{T} \text { is the pseudo-inverse of } G .
\end{aligned}
$$

Therefore, in theory, we could use the subspaces defined in [2]. However, in practice, doing so does not allow to take the structure of the coefficient matrices of (23).

Algorithm 1 is implemented and executed in MATLAB 7.13 on an Intel Core 2 Duo 3.16 Ghz processor. The following parameters are used in the algorithm: $r=20, h=1 / 100$, $\varepsilon=10^{-8}$, the computation of $\tilde{z}_{i}$ (step 7 of Algorithm 1) is done by restarted GMRES [20] with restart value 20 .
The scheme (19) is obtained with implicit Euler, Crank Nicolson, BDF4 (which requires a prior implementation of BDF1, BDF2 and BDF3 for computing $\tilde{y}_{1}, \tilde{y}_{2}$, and $\tilde{y}_{3}$, see (10)), and implicit Runge-Kutta. For the latter, we consider the 3-stage scheme (see (12)) given by (see, e.g., [17, p. 226])

$$
A_{0}=\left(\begin{array}{cccc}
\frac{5}{36} & \frac{2}{9}-\frac{\sqrt{15}}{15} & \frac{5}{36}-\frac{\sqrt{15}}{30} \\
\frac{5}{36}+\frac{\sqrt{15}}{24} & \frac{2}{9} & \frac{5}{36}-\frac{\sqrt{15}}{24} \\
\frac{5}{36}+\frac{\sqrt{15}}{30} & \frac{2}{9}+\frac{\sqrt{15}}{15} & \frac{5}{36}
\end{array}\right), \quad \begin{gathered}
d_{1}=\frac{5}{18}, \quad d_{2}=\frac{4}{9}, \quad d_{3}=\frac{5}{18} \\
c_{1}=\frac{1}{2}-\frac{\sqrt{15}}{10}, \quad c_{2}=\frac{1}{2}, \quad c_{3}=\frac{1}{2}+\frac{\sqrt{15}}{10}
\end{gathered}
$$

For each scheme, Figure 1 shows the residual norm $\left\|\tilde{b}_{i}-C \hat{z}_{i}\right\| /\left\|\tilde{b}_{i}\right\|$ associated with the initial guess $\hat{z}_{i}$ computed by the proposed approach, versus the number of iterations of the scheme. Figures 2 shows, for each scheme, the number of GMRES iterations for computing $\tilde{z}_{i}$ satisfying (21) and starting with $\hat{z}_{i}$. Figures 3 shows the run time required for each iteration of the used schemes.
The figures show that BDF provides the best results, followed by Crank Nicolson and implicit Euler. The relatively less good performance of implicit Runge-Kutta can be explained by the need to solve, at each iteration of the scheme, a linear system of size (see (13)): $s \times n=3 \times 15199=45597$.

Overall, these results show that the subspace $\mathcal{V}_{i}$ has led to a significant acceleration of the used schemes. Table 1 shows the total number of GMRES iterations and the total time required for computing all the iterates $\left(y_{i}\right)$. Table 2 shows, for some iterations $i$ of the scheme, the number of iterations required by GMRES to compute $\tilde{z}_{i}$ starting with the initial solution $\hat{z}_{i}$ such that (21) holds. We see from this table that, at some iterations $i$, GMRES is not used, which means that $\hat{z}_{i}$ already satisfies (21). This can also be seen in Figures 1 and 2. Figures 1, 2, 3 and Table 2 show that during the first iterations of

Algorithm 1, the subspace $\mathcal{V}_{i}$ does not contain enough information, and this explains the large relative residual norm, the number of GMRES iterations and the run time. These numbers decrease as the subspace $\mathcal{V}_{i}$ contains more information on the last iterates of the scheme.

For comparison purposes, we computed the total number of GMRES iterations and the total time required for computing all the iterates $\left(y_{i}\right)$ when $\hat{z}_{i}=0$ is taken as initial guess in step 3 of Algorithm 1. The results for implicit Euler, Crank-Nicolson and BDF schemes are given in Table 3. For implicit Runge-Kutta, we had to interrupt the computation since after 24 hours, only the first two iterations $\mathrm{i}=1,2$ were executed. This table has to be compared with Table 1. It shows that the proposed initial guess $\hat{z}_{i}$ strongly accelerates the computation of the sequence $\left(y_{i}\right)$.


Fig. 1. Relative residual norm of the initial guess versus the number of iterations of the scheme

Table 1
Total CPU time in minutes and total number of GMRES iterations starting with $\hat{z}_{i}$ to satisfy (21)


Fig. 2. Number of GMRES iterations required to satisfy (21) starting with $\hat{z}_{i}$ versus the number of iterations of the scheme


Fig. 3. Run time (in seconds) versus the number of iterations of the scheme

| iteration $i$ | 1 | 20 | 30,31 | 40 | 60 | 80 | 100 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IE | 38931 | 13 | 0 | 14 | 40 | 28 | 280 |
| iteration $i$ | 1 | 20 | 34,35 | 40 | 60 | 80 | 100 |
| CN | 40552 | 24 | 0 | 828 | 2 | 7 | 7 |
| iteration $i$ | 1 | 20 | $9,26,28,48,79$ | 40 | 60 | 80 | 100 |
| BDF | 19822 | 31 | 0 | 14 | 26 | 6 | 27 |
| iteration $i$ | 1 | 20 | 40 | 60 | 80 | 100 |  |
| IRK | 6696 | 46 | 877 | 890 | 624 | 762 |  |

Table 2
Number of iterations required by GMRES when implicit Euler (IE), Crank Nicolson (CN), BDF and implicit Runge-Kutta (IRK) are used

|  | Time (min.) | \# GMRES iter. |
| :--- | :--- | :--- |
| IE | 70.49 | 2406702 |
| CN | 301.06 | 3596560 |
| BDF | 149.83 | 2470509 |

Table 3
Total CPU time in minutes and total number of GMRES iterations starting with 0 initial guess $\left(\hat{z}_{i}=0\right)$

## 5. Conclusion

This work was concerned with the choice of the initial guess in the iterative solution of the linear systems that arise in implicit schemes for large linear differential-algebraic systems. A good choice leads to an acceleration of the scheme. To this end, a PetrovGalerkin based approach has been developed to extract, at each iteration of the scheme, a good initial guess from a subspace of small dimension that contains information on the preceding iterates of the schemes. The estimates obtained on the norm of the residuals associated with the linear systems show that the accuracy depends on the stepsize (of the discretized time), the order of the schemes, and the dimension of the subspace $\mathcal{V}_{i}$. The effectiveness of this approach has been illustrated in the case where the linear systems are solved by GMRES and the schemes used are implicit Euler, Crank Nicolson, BDF and implicit Runge-Kutta. The user can easily adapt this strategy to other implicit schemes and possibly combine it with other strategies such as preconditioning [20, chap. 9-14], recycling [19] or deflation and augmentation [12].
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