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#### Abstract

Block Digital Filtering is a powerful tool to reduce the computational complexity of digital filtering systems. However, due to their block structure, Block Digital Filters (BDF) are time-varying linear systems, hence their design is not easy. The most widely spread approaches to BDF design consist in constraining the BDF to be time-invariant (by restricting the design process to a specific subset of possible solutions) and then using conventional filter synthesis techniques. In this paper, we do not restrict the design process and we propose a simple and optimal matrixoriented approach to optimize the BDF coefficients. Furthermore, the proposed approach takes profit of the structure of transform-based Block Digital Filters to considerably reduce the computational complexity and memory requirements of the design process. Experimental results confirm that, as expected, the obtained global distortion is lower than the distortion obtained with a traditional technique such as overlap-save.
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## I. Introduction

## A. Principle of Transform-Based Block Digital Filters

Transform-based Block Digital Filtering is well known for its ability to reduce the computational complexity of digital filtering systems. As shown in Figure 1, the input signal is divided into (possibly) overlapping blocks of $M$ samples. Each block is then processed and provides $L$ samples of the output signal ( $L \leqslant M$ and $M-L$ is even to preserve symmetry).


Fig. 1. Block Digital Filtering

Let us note $x$ the input block and $y$ the output block. The
system is linear, hence there is a matrix $A$ such that:

$$
\begin{equation*}
y=A x \tag{1}
\end{equation*}
$$

This matrix is decomposed as follows:

$$
\begin{equation*}
A=S T_{M}^{-1} G T_{M} \tag{2}
\end{equation*}
$$

where $T_{M}$ is the matrix of a transform for which there exists a fast algorithm, such as the Discrete Fourier Transform (DFT) or the Discrete Cosine Transform (DCT), for instance. $G$ is a matrix whose elements are chosen in order to obtain a frequency response close to the desired one (usually, $G$ is a diagonal matrix). $S$ is a selection matrix, which selects $L$ values out of $M$ (the $L$ samples in the middle of the obtained $M$-points block). For instance, if $L=2$ and $M=4$, we have:

$$
S=\left(\begin{array}{llll}
0 & 1 & 0 & 0  \tag{3}\\
0 & 0 & 1 & 0
\end{array}\right)
$$

## B. Usual approaches

The block sizes and the transform being chosen (usually based on hardware or software complexity considerations), design of a Block Digital Filter (BDF) consists in optimizing the coefficients of matrix $G$.

The most widely used approaches to BDF design consist in constraining the system to be time-invariant by restricting the optimization of matrix $G$ to a specific subset of possible solutions and then in using conventional filter synthesis techniques. The most well known and widely used approach to BDF design is overlap-save ([8], p. 558), while there exist other efficient approaches [5] to ensure that the obtained BDF is time-invariant. In the overlap-save approach matrix $G$ is diagonal, and $T_{M}$ is the DFT matrix. This choice provides two advantages: first, there exists a fast algorithm for the transform, and, second, the coefficients of matrix $G$ can be interpreted as weights applied to the frequency representation of the input block. The diagonal of $G$ is the DFT of the impulse response of a finite length digital filter. Hence, the BDF computes the DFT of the input block, multiplies the result by the diagonal values of $G$, computes an inverse DFT, and selects $L$ samples out of $M$. Due to the properties of the DFT, this is equivalent to performing a
circular convolution between the impulse response of the finite length digital filter and the input block, and selecting $L$ samples out of $M$. If this impulse response is restricted to the interval $-(M-L) / 2$ to $+(M-L) / 2$, a circular convolution is equivalent to a linear convolution, as far as the $L$ selected samples are considered. The consequence is that there is no block effect in the output signal, and thus the system is time-invariant and can be designed by traditional techniques.

Confinement of the impulse response to the interval $-(M-$ $L) / 2$ to $+(M-L) / 2$ is required to ensure that the BDF is timeinvariant. However, as we will see with the experimental results, this confinement may seriously degrade the frequency response of the BDF.

Another approach is straightforward (here again, $G$ is diagonal and $T_{M}$ is the DFT matrix): the diagonal elements of matrix $G$ are directly obtained by sampling the desired BDF frequency response. This is justified by the fact that the diagonal elements of $G$ can be interpreted as weights applied to the frequency representation of the input block. The problem is that the obtained BDF is not time-invariant anymore. Hence, the output signal contains not only a linear time-invariant filtered version of the input signal, but also aliasing components [10]. Powerful and general methods to study and predict the aliasing distortion have been developed in the context of filters banks theory [10]. However, since in this article we focus on Transform-Based Block Digital Filters, and since our objective is low computational complexity, we will avoid the use of filters banks theory.

## C. Proposed approach

Aliasing may be tolerated provided it remains low. In this paper, we propose a method to design BDF that takes into account both time-invariant and aliasing components. Hence, we no longer have to put strong restrictions on the elements of matrix $G$, as required by methods which need to ensure timeinvariance. Furthermore, our method is optimal with respect to a quadratic criterion.
In the literature, few attempts were made to analyze the aliasing components (in comparison with attempts to propose methods to eliminate all aliasing components). To our knowledge, one of the most interesting tool is probably the bifrequency map [6] (see also [1] for the use of a bifrequency map to study the effects of multirate systems on the statistics of random input signals). This map graphically shows the time-invariant response of the BDF, as well as its aliasing components. The authors then derive an approach to optimally design a BDF, given a desired bifrequency map. An interesting alternative approach, based on eigenanalysis, is used in [9] for the design of multirate filters.

Compared with these approaches, the originality of our work is that we focus on transform based filters, and take profit of the special structure of this kind of filters to derive fast and optimal synthesis methods. Other interesting features are:

- Contrary to the bifrequency map, which is a continuous representation (hence needs to be discretized for actual use in design), our technique always remains in the discrete domain.
- Our approach is based on elementary matrix computation only, hence it is easy to implement with modern mathematical tools, such as Matlab. We do not use filters banks theory, nor interpolation or decimation theory.
- In most widely occurring applications, the computational complexity and memory requirements of the optimization process are considerably reduced.

The paper is organized as follows. In Section II we show how to compute the frequency response of a block digital filter using elementary matrix operations. Then in Section III, a quadratic criterion is defined and expressed using matrix notations. In Section IV we develop and explain the proposed optimization method. Experimental results are shown in Section V to illustrate the approach. Finally, a conclusion is drawn in Section VI.

## II. Frequency response of a Block Digital Filter

Our objective in this Section is to obtain the output spectrum as a function of the input spectrum and of matrix $A$, using elementary matrix operations. First of all, let us give the notations that will be used throughout the article.

## A. Notations and definitions

The definition of the Discrete Fourier Transform is well known, but the multiplicative factor may vary from one book to another. In the article, we will use the most "standard" definition. The N-points DFT is defined as:

$$
\begin{equation*}
\bar{x}(k)=\sum_{n=0}^{N-1} x(n) e^{-j 2 \pi n k / N} \tag{4}
\end{equation*}
$$

and its inverse is:

$$
\begin{equation*}
x(n)=\frac{1}{N} \sum_{n=0}^{N-1} \bar{x}(k) e^{j 2 \pi n k / N} \tag{5}
\end{equation*}
$$

We will note $\widetilde{W}_{N}$ the matrix corresponding to the N -points DFT and $W_{N}=\widetilde{W}_{N} / \sqrt{N}$ its normalized version $\left(W_{N}\right.$ is a unitary matrix). The element at row $r$ and column $c$ in $\widetilde{W}_{N}$ is $e^{-j 2 \pi r c / N}$. Throughout the paper, we will use the notations below:
$x(n)$ the input signal and $\bar{x}(k)$ its DFT.
$y(n)$ the output signal and $\bar{y}(k)$ its DFT.
$a(n, m)$ the elements of matrix $A$.
$\tilde{n}=n \bmod L$
$c=(M+L) / 2$
$d=(M-L) / 2$
In the next subsection, we will define an integer $K$ which will be used throughout the paper and which is linked to the desired frequency resolution. We also define $p(n, m)$ as follows:

$$
\begin{equation*}
p(n, m)=a(n, n+d-m) \tag{6}
\end{equation*}
$$

for $0 \leqslant n \leqslant L-1$ and $n+d-(M-1) \leqslant m \leqslant n+d$, and $p(n, m)=0$ otherwise. Let us note:

- $P$ the $L \times K$ matrix whose elements are the $p(n, m)$. It should be noted that the second index is considered modulo $K$ : for instance, $p(2,-3)$ is found at row 2 and column $K-3$ in $P$.
- $\bar{P}$ the $L \times K$ matrix obtained by computing the DFT of the rows of $P$
- $\overline{\bar{P}}$ the $L \times K$ matrix obtained by computing the DFT of the columns of $\bar{P}$ and dividing the result by $L$

We will see that $\overline{\bar{P}}$ has a crucial role because it represents the 2D frequency response of the BDF. We remind that, with complex data, the required number of real multiplications for a $K$-points FFT is $K\left(\log _{2} K-3\right)+4$ (see [7] p. 60), that is, approximately, $K \log _{2} K$.

Desired matrices will be noted using subscript $d$, such as $\overline{\bar{P}}_{d}$ or $A_{d}$. We use the notation $\vec{u}=\operatorname{vec}(U)$ for the operation which consists in concatenating the columns of matrix $U$ in order to build a vector $\vec{u}$. We also note $U^{H}$ the Hermitian transpose of matrix $U$. Finally, symbol $\square$ stands for the Hadamard product between two matrices (i.e. multiplication element by element).

## B. Spectrum of the output signal

In practice, the spectrum is always analyzed with a limited frequency resolution. Hence, we can consider that the signals are periodic, and note $K$ the number of samples in a period. In the frequency domain, index $k=0, \ldots, K-1$ represents the normalized frequency $2 \pi k / K$. Therefore, choosing $K$ is equivalent to choosing the frequency resolution. This does not mean, of course, that the method developed in the paper is restricted to periodic signals. What we say is that, given a frequency resolution, there is no approximation in considering the signal as periodic.

In order to use the circular convolution properties of the DFT, and to obtain simple equations, we consider that the input signal (and, hence, the output signal) is periodic, with a period $K=b L$ ( $b$ is the number of blocks in a period and we choose $K$ such that $b=K / L$ is an integer). We remind that $L$ is the output block size (see Figure 1). Using equation 1, we can see that the output signal is:

$$
\begin{equation*}
y(n)=\sum_{m^{\prime}=0}^{M-1} a\left(\widetilde{n}, m^{\prime}\right) x\left(n-\widetilde{n}-d+m^{\prime}\right) \tag{7}
\end{equation*}
$$

Let us note $m=\widetilde{n}+d-m^{\prime}$. We can write:

$$
\begin{equation*}
y(n)=\sum_{m=\tilde{n}+d-(M-1)}^{\tilde{n}+d} a(\widetilde{n}, \tilde{n}+d-m) x(n-m) \tag{8}
\end{equation*}
$$

Then:

$$
\begin{equation*}
y(n)=\sum_{m=-(c-1)}^{c-1} p(\widetilde{n}, m) x(n-m) \tag{9}
\end{equation*}
$$

where $c$ was defined in subsection II-A. This equation shows that we have a periodically time-varying linear filter. Indeed, the filter coefficients depend on $n$, and it is a periodical dependence, because if we replace $n$ by $n+L$ we obtain the same coefficients. Since the indices are considered modulo $K$, we have:

$$
\begin{equation*}
y(n)=\sum_{m=0}^{K-1} p(\widetilde{n}, m) x(n-m) \tag{10}
\end{equation*}
$$

Since a circular convolution can be computed as the inverse DFT of the product of the DFTs, we have:

$$
\begin{equation*}
y(n)=\frac{1}{K} \sum_{l=0}^{K-1} \bar{p}(\widetilde{n}, l) \bar{x}(l) e^{j 2 \pi \frac{n l}{K}} \tag{11}
\end{equation*}
$$

Thus, the output spectrum is:

$$
\begin{align*}
\bar{y}(k) & =\sum_{n=0}^{K-1} y(n) e^{-j 2 \pi \frac{n k}{K}} \\
& =\frac{1}{K} \sum_{l=0}^{K-1} \bar{x}(l) \sum_{n=0}^{K-1} \bar{p}(\widetilde{n}, l) e^{-j 2 \pi \frac{n(k-l)}{K}} \tag{12}
\end{align*}
$$

Since $K=b L$ we can write:

$$
\begin{align*}
\sum_{n=0}^{K-1} \bar{p}(\widetilde{n}, l) e^{-j 2 \pi \frac{n(k-l)}{K}} & =\sum_{q=0}^{b-1} \sum_{s=0}^{L-1} \bar{p}(s, l) e^{-j 2 \pi \frac{(q L+s)(k-l)}{b L}} \\
& =\sum_{s=0}^{L-1} \bar{p}(s, l) e^{-j 2 \pi \frac{s(k-l)}{b L}} \sum_{q=0}^{b-1} e^{-j 2 \pi \frac{(k-l)}{b} q} \\
& =b \sum_{s=0}^{L-1} \bar{p}(s, l) e^{-j 2 \pi \frac{r s}{L}} \\
& =K \overline{\bar{p}}(r, l) \tag{13}
\end{align*}
$$

because $\sum_{q=0}^{b-1} e^{-j 2 \pi \frac{(k-l)}{b} q}$ is null, except when $\frac{k-l}{b}=r$ (where $r$ is an integer). Finally, we obtain:

$$
\begin{equation*}
\bar{y}(k)=\overline{\bar{p}}(0, k) \bar{x}(k)+\sum_{r=1}^{L-1} \overline{\bar{p}}(r, k-b r) \bar{x}(k-b r) \tag{14}
\end{equation*}
$$

The first term is the time-invariant part of the filter (it corresponds to the first row of $\overline{\bar{P}}$ ). The second term will be called "aliasing". It is produced by the time-varying part of the filter.

## C. Summary

To compute the output spectrum of a Block Digital Filter, one has to:

1. Compute matrix $A=S T_{M}^{-1} G T_{M}$ (this matrix has $L$ rows and $M$ columns), according to equation 2 .
2. Place the elements of $A$ into a matrix $P$ with $L$ rows and $K$ columns (using equation 6 and considering the second index modulo $K$ ). The rows of $P$ represent the time-varying filter coefficients.
3. Compute matrix $\bar{P}$ by performing the DFT of the rows of $P$. The rows of $\bar{P}$ represent what might be called the time-varying frequency response.
4. Compute matrix $\overline{\bar{P}}$ by performing the DFT of the columns of $\bar{P}$ and dividing the result by $L$. The first row of $\overline{\bar{P}}$ represents the time-invariant frequency response and the other rows are the aliasing components.
5. Use equation 14 to compute the output spectrum.

Now, let us express the relation between $P$ and $\overline{\bar{P}}$ using matrix notations. This will be useful for theoretical developments in the sequel. Matrices $\widetilde{W}$ and $W$ used below have been defined in subsection II-A. We have:

- $\bar{P}=P \widetilde{W}_{K}$ because it is obtained by the DFT of the rows of ${ }^{P} \overline{\bar{P}}=\frac{1}{L} \widetilde{W}_{L} \bar{P}$ because it is obtained by the DFT of the columns of $\bar{P}$, followed by a division by $L$.

Hence we have:

$$
\begin{equation*}
\overline{\bar{P}}=\frac{1}{L} \widetilde{W}_{L} P \widetilde{W}_{K}=\sqrt{\frac{K}{L}} W_{L} P W_{K} \tag{15}
\end{equation*}
$$

## D. Illustration

As an illustration, let us consider a Block Digital Filter with $M=64$ and $L=48$. The transform is the DFT and matrix $G$ is diagonal. We have chosen $K=4 L=192$ to obtain a frequency resolution $2 \pi / 192$.

Figure 2 shows the desired frequency response $f(k)$ (the value is 1 between 48 and 80 , and zero outside) and the diagonal of matrix $G$, obtained using the classical method: we consider that $g(k, k), k=0, \ldots, M-1$ represents the response at the normalized frequencies $\omega=2 \pi k / M$. Then, since $f(k)$, $k=0, \ldots, K-1$ represents the desired response at normalized frequencies $\omega=2 \pi k / K$, the diagonal of $G$ is obtained using a linear interpolation of the desired frequency response.


Fig. 2. Desired frequency response (top) and diagonal of matrix $G$ (bottom)

Figure 3 shows matrices $A, P, \bar{P}$ and $\overline{\bar{P}}$. Each matrix element is represented by a gray value which is an increasing function of its modulus. Each row of $P$ represents the impulse response at a given time, and we can clearly see that it is time-varying.

Each row of $\bar{P}$ is the frequency response at a given time. We can see that the rows of $\bar{P}$ are not exactly identical: this means that the filter frequency response is time-varying. This yields to aliasing, which can be seen on matrix $\overline{\bar{P}}$. Indeed, the first row of $\overline{\bar{P}}$ is the time invariant frequency response and the other rows are the aliasing components of the frequency response. Figure 4 shows a three-dimensional plot of this matrix. In the figure, the height is equal to the square root of the modulus of the matrix element. We can see that aliasing is not randomly distributed: it draws a typical pattern.

## III. QUADRATIC CRITERION

To evaluate the quality of a Block Digital Filter, we must define a criterion which measures the distance between the obtained output spectrum and the desired output spectrum. We will use a standard quadratic criterion (mean square error):

$$
\begin{equation*}
e_{M S}=E\left\{\sum_{k=0}^{K-1} z(k)|\bar{y}(k)-f(k) \bar{x}(k)|^{2}\right\} \tag{16}
\end{equation*}
$$



Fig. 3. Matrices $A, P, \bar{P}$ and $\overline{\bar{P}}$


Fig. 4. 3D view of matrix $\overline{\bar{P}}$ (the height is the square root of the modulus of the matrix element)

This is the most widely used criterion, while other, more sophisticated, criteria exist (see [2][3] for instance). In the equation above, $f(k)$ is the desired frequency response. The coefficients $z(k)$ are weights which can be used to give a higher importance to some frequencies. The most frequent cases are:

- All weights are equal to 1 : this means that no frequency is privileged. This will be called the "unweighted" criterion.
- Weights are binary (0 or 1 ): when they are equal to zero, this means "don't care". Usually, the frequencies with zero weight correspond to guard intervals.

Using equation 14 and usual hypotheses (input signal mod-
elled as a white noise), we obtain:
$e_{M S}=\sum_{k=0}^{K-1} z(k)|\overline{\bar{p}}(0, k)-f(k)|^{2}+\sum_{r=1}^{L-1} \sum_{k=0}^{K-1} z(k)|\overline{\bar{p}}(r, k-b r)|^{2}$

The first term is a very standard weighted quadratic measure of the difference between the desired frequency response and the obtained frequency response corresponding to the time-invariant part of the filter. For synthesis of time-invariant filters, only this term is present. Here, we have a second term, which is a quadratic measure of the amount of aliasing.

The equation above can also be written:

$$
\begin{equation*}
e_{M S}=\sum_{r=0}^{L-1} \sum_{k=0}^{K-1} z(r, k)|\overline{\bar{p}}(r, k)-f(r, k)|^{2} \tag{18}
\end{equation*}
$$

where:

$$
\begin{align*}
& f(0, k)=f(k) \\
& f(r, k)=0 \text { for } r=1, \ldots, L-1 .  \tag{19}\\
& z(r, k)=z(k+b r \bmod K)
\end{align*}
$$

In matrix form, we have:

$$
\begin{equation*}
e_{M S}=\left\|Z \boxminus\left(\overline{\bar{P}}-\overline{\bar{P}}_{d}\right)\right\|^{2} \tag{20}
\end{equation*}
$$

where $\square$ stands for the Hadamard product. The elements of $Z$ are the $z(r, k)$ and the elements of $\overline{\bar{P}}_{d}$ are the $f(r, k)$. These matrices have $L$ rows and $K$ columns.

## IV. Optimization

For optimization of the criterion, we propose 4 methods. These methods provide exactly the same result (which is the optimal matrix $G$ ): they differ only by computational complexity and memory requirements.
The methods are sorted by decreasing computational complexity (i.e. from the slowest to the fastest). Each method has a domain of validity which depends on the kind of criterion and on the kind of transform. In most applications, the transform is a DFT, or, at least, a unitary transform. Hence, the fastest methods (3 and 4) can be used in most cases.

Table I summarizes the domain of validity of the methods and gives their approximate computational costs (unw means unweighted). The computational cost (cc) is the number of real multiplications. The last column is the approximate computational cost for a typical case: $L=M / 2$ and $K=8 L$.

Figure 5 shows how to choose among the four versions of the optimal method.

Below, we consider the four cases and develop a method specially adapted to each case. The slowest method (method 1 ) is not really original, in the sense that it could be deduced from indications given in [6]. The other methods are original. For pedagogical reasons, the methods are presented in the following order: 1, 3, 2, 4.

Let us note $\vec{g}$ the vector containing the free elements of $G$ (i.e. the elements to optimize). The free elements of $G$ will be indexed by $\alpha$ and we will note $G_{\alpha}$ the matrix $G$ containing 1 at location $\alpha$ and 0 elsewhere. Let us also note $A_{\alpha}, P_{\alpha}$, and $\overline{\bar{P}}_{\alpha}$ the corresponding matrices.

TABLE I
DOMAIN OF VALIDITY OF THE METHODS AND APPROXIMATE COMPUTATIONAL COST.

| criterion | transform | meth. | computational <br> cost (cc) | typical cc <br> $(L=M / 2$ <br> and $K=8 L)$ |
| :---: | :---: | :---: | :---: | :---: |
| any | any | 1 | $2 M^{2} L K$ | $4 M^{4}$ |
| unw | any | 2 | $M K \log _{2}(M K)$ <br> $+2 M^{3} L$ | $M^{4}$ |
| any | DFT | 3 | $2 M L K \log _{2} K$ | $4 M^{3} \log _{2} M$ |
| unw | unitary | 4 | $M K \log _{2}(M K)$ <br> $+M L \log _{2} M$ | $8 M^{2} \log _{2} M$ |



Fig. 5. Choice among the four versions of the optimal method
A. Methods for weighted criterion (methods 1 and 3) Let us note $\vec{q}_{d}=\operatorname{vec}\left(Z \boxminus \overline{\bar{P}}_{d}\right)$. The criterion is then:

$$
\begin{align*}
e_{M S} & =\left\|\operatorname{vec}(Z \boxtimes \overline{\bar{P}})-\vec{q}_{d}\right\|^{2}  \tag{21}\\
& =\left\|F \vec{g}-\vec{q}_{d}\right\|^{2} \tag{22}
\end{align*}
$$

where the columns of $F$ are vectors $\operatorname{vec}\left(Z \boxtimes \overline{\bar{P}}_{\alpha}\right)$.

## A. 1 General method for weighted criterion (method 1)

This approach is valid for any transform. However, except for low values of $L, M$, and $K$, it requires large memory and computation time.

First, matrix $F$ is computed, then the optimal solution is obtained by the pseudo-inverse:

$$
\begin{equation*}
\vec{g}_{o p t}=\left(F^{H} F\right)^{-1} F^{H} \vec{q}_{d} \tag{23}
\end{equation*}
$$

The drawback of this method is the fact that $F$ is a huge matrix. Indeed, even when $G$ is diagonal, the size of $F$ is $L K \times M$. Furthermore, it is computer intensive: the most computer intensive part of the algorithm is the computation of $F^{H} F$, which requires about $2 M^{2} L K$ real multiplications when $G$ is diagonal. If the pseudo-inverse is computed using singular value decomposition, the computational cost is similar [4]: about $4 M^{2} L K$
real multiplications (however, use of the singular value decomposition may be preferred if $F^{H} F$ is ill-conditioned).
A. 2 Fast method for weighted criterion when the transform is a DFT (method 3)

If the transform is a DFT, we will show that it is possible to avoid the use of matrix $F$ and the computation of $F^{H} F$. The interest is twofold:

- First, we do not have to store the huge matrix $F$, hence we avoid memory saturation.
- Second, we do not have to multiply $F^{H}$ by $F$, hence we avoid the most computationally intensive part of the algorithm.

The basic idea of the method is to take profit of specific properties induced by the DFT, in order to obtain matrix $F^{H} F$ directly. We remind that the columns of $F$ are the vectors $\operatorname{vec}\left(Z \boxtimes \overline{\bar{P}}_{\alpha}\right)$. The element at row $\alpha$ and column $\beta$ in matrix $F^{H} F$ is

$$
\begin{align*}
& \operatorname{vec}\left(Z \boxtimes \overline{\bar{P}}_{\alpha}\right)^{H} \operatorname{vec}\left(Z \boxtimes \overline{\bar{P}}_{\beta}\right) \\
& =\operatorname{sum}\left(\left(Z \boxtimes \overline{\bar{P}}_{\alpha}\right)^{*} \boxtimes\left(Z \boxtimes \overline{\bar{P}}_{\beta}\right)\right)  \tag{24}\\
& =\operatorname{sum}\left(\left(\overline{\bar{P}}_{\alpha}\right)^{*} \boxtimes \overline{\bar{H}}_{\beta}\right) \tag{25}
\end{align*}
$$

where * is the complex conjugate, $\overline{\bar{H}}_{\beta}=Z^{*} \boxtimes Z \boxminus \overline{\bar{P}}_{\beta}$ and "sum" stands for the sum of the elements of a matrix.

For clarity of presentation, we will consider that matrix $G$ is diagonal (this is the most frequent case), but the method can easily be extended to non-diagonal matrices $G$. In the appendix, we show that:

$$
\begin{equation*}
\overline{\bar{p}}_{\alpha}(r, l)=\overline{\bar{p}}_{0}(r, l-\lambda \alpha) \tag{26}
\end{equation*}
$$

when $\lambda=K / M$ is an integer. Hence, matrices $\overline{\bar{P}}_{\alpha}$ are obtained by shifting the rows of $\overline{\bar{P}}_{0}$ by $\lambda \alpha$. Obviously, element at row $\alpha$ and column $\beta$ in matrix $F^{H} F$ is:

$$
\begin{align*}
u(\alpha, \beta) & =\sum_{r=0}^{L-1} \sum_{l=0}^{K-1} \overline{\bar{p}}_{\alpha}^{*}(r, l) \overline{\bar{h}}_{\beta}(r, l) \\
& =\sum_{r=0}^{L-1} \sum_{l=0}^{K-1} \overline{\bar{p}}_{0}^{*}(r, l-\lambda \alpha) \overline{\bar{h}}_{\beta}(r, l) \tag{27}
\end{align*}
$$

Since this expression includes a convolution, it can be computed using the FFT. Let us note $\Omega_{\beta}$ the $L \times K$ matrix whose elements are:

$$
\begin{equation*}
\omega_{\beta}(r, \varphi)=\sum_{l=0}^{K-1} \overline{\bar{p}}_{0}^{*}(r, l-\varphi) \overline{\bar{h}}_{\beta}(r, l) \tag{28}
\end{equation*}
$$

Thanks to the properties of the DFT, and noting idft the inverse DFT, we have:

$$
\begin{equation*}
\Omega_{\beta}=i d f t\left\{d f t\left(\overline{\bar{P}}_{0}\right)^{*} \backsim d f t\left(\overline{\bar{H}}_{\beta}\right)\right\} \tag{29}
\end{equation*}
$$

where the DFTs and the IDFT are applied row by row. Therefore, $u(\alpha, \beta)$ is just the sum of column $\lambda \alpha$ of $\Omega_{\beta}$. Computation of $F^{H} \vec{q}_{d}$ is performed using a similar approach.

The most computer intensive part of the algorithm is the implicit computation of $F^{H} F$. This requires the computation of $M$ matrices $\Omega$ (one for each matrix $\overline{\bar{H}}$ ). Computation of a matrix $\Omega_{\beta}$ requires two $K$-points FFTs (one inverse FFT plus one direct FFT), on $L$ rows. Hence, the algorithm requires approximately $2 M L K \log _{2} K$ real multiplications (or slightly more, depending on the decomposition of $K$ into prime factors. The fastest computation is obtained when $K$ is a power of 2).

## B. Methods for unweighted quadratic criterion (methods 2 and 4)

If the criterion is unweighted, we show below that it is possible to simplify the original criterion such that it will explicitly depend on matrix $A$. Then, we will optimize this simplified criterion.

The unweighted criterion is:

$$
\begin{equation*}
e_{M S}=\left\|\overline{\bar{P}}-\overline{\bar{P}}_{d}\right\|^{2} \tag{30}
\end{equation*}
$$

Using equation 15 , and reminding that the DFT matrices $W_{L}$ and $W_{K}$ are unitary matrices (hence they preserve the norm), we have:

$$
\begin{equation*}
e_{M S}=\frac{K}{L}\left\|P-P_{d}\right\|^{2} \tag{31}
\end{equation*}
$$

where:

$$
\begin{equation*}
P_{d}=\sqrt{\frac{L}{K}} W_{L}^{-1} \cdot \overline{\bar{P}}_{d} \cdot W_{K}^{-1} \tag{32}
\end{equation*}
$$

When we build matrix $P$ from matrix $A, L M$ elements of $P$ are the elements of $A$ whereas all other elements are forced to zero. Let us note $V$ the matrix (with $L$ rows and $K$ columns) containing ones at the locations corresponding to elements of $P$ forced to zero, and zeroes elsewhere. Then the quadratic error may be decomposed as follows:

$$
\begin{equation*}
e_{M S}=e_{i n d e p}+e_{d e p} \tag{33}
\end{equation*}
$$

where the first term does not depend on matrix $A$ (thus it does not depend on matrix $G$ ):

$$
\begin{equation*}
e_{\text {indep }}=\frac{K}{L}\left\|V \boxtimes P_{d}\right\|^{2} \tag{34}
\end{equation*}
$$

and the second term depends on $A$ (thus it depends on $G$ ):

$$
\begin{equation*}
e_{d e p}=\frac{K}{L}\left\|A-A_{d}\right\|^{2} \tag{35}
\end{equation*}
$$

where the desired matrix $A_{d}$ is obtained from $P_{d}$. Since $p_{d}(n, m)=a_{d}(n, n+d-m)$, we have:

$$
\begin{equation*}
a_{d}(n, m)=p_{d}(n, n+d-m) \tag{36}
\end{equation*}
$$

The optimization process can reduce $e_{d e p}$ only, while $e_{\text {indep }}$ may be reduced only by changing the block sizes $L$ and/or $M$. Hence, the problem is equivalent to minimizing the simplified criterion below:

$$
\begin{equation*}
\left\|A-A_{d}\right\|^{2}=\left\|S T_{M}^{-1} G T_{M}-A_{d}\right\|^{2} \tag{37}
\end{equation*}
$$

The computation of $A_{d}$ requires an inverse 2D-FFT of matrix $\overline{\bar{P}}_{d}$ : its cost is approximately $M K\left(\log _{2} K+\log _{2} M\right)$ real multiplications (or slightly more, depending on the decomposition of $L$ and $K$ into prime factors).

Two cases must be considered: if $T_{M}$ is a unitary transform, we can take profit of the norm preserving properties of the transform to propose a very fast method (method 4). If the transform is not unitary, a slowest method is proposed (method 2).

## B. 1 General method for unweighted criterion (method 2)

Let us note $\vec{a}=\operatorname{vec}(A)$ and $\vec{g}$ the vector containing the free elements of $G$. The method we propose is composed of two steps:

1. Compute matrix $E$ such that $\vec{a}=E \vec{g}$. The columns of $E$ are the vectors vec $\left(A_{\alpha}\right)$. For the most frequent case ( $G$ diagonal), the size of $E$ is $L M \times M$.
2. Use the pseudo-inverse to determine the optimal solution:

$$
\begin{equation*}
\vec{g}_{o p t}=\left(E^{H} E\right)^{-1} E^{H} \vec{a}_{d} \tag{38}
\end{equation*}
$$

where $\vec{a}_{d}=\operatorname{vec}\left(A_{d}\right)$. The most computationally intensive part of the algorithm is the computation of $E^{H} E$, which requires $2 M^{3} L$ real multiplications when $G$ is diagonal. To this cost, we must add the cost of computing matrix $A_{d}$ (see subsection IVB).
B. 2 Fast method for unweighted criterion when the transform is unitary (method 4)

If $T_{M}$ is a unitary transform, it preserves the norm. Hence, from equation 37 we obtain:

$$
\begin{align*}
\left\|A-A_{d}\right\|^{2} & =\left\|S T_{M}^{-1} G-A_{d} T_{M}^{-1}\right\|^{2}  \tag{39}\\
& =\|B G-C\|^{2} \tag{40}
\end{align*}
$$

where:

$$
\begin{equation*}
B=S . T_{M}^{-1} \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
C=A_{d} T_{M}^{-1} \tag{42}
\end{equation*}
$$

The sizes of the matrices are $B(L \times M), G(M \times M)$, and $C(L \times M)$. If there is no constraint on matrix $G$ the system is under-determined. However, as mentioned previously, $G$ is usually a diagonal matrix (anyway, a matrix $G$ with many nonzero elements would not be interesting because the BDF would increase computational complexity instead of decreasing it). Hence, in realistic applications the system is over-determined.
Let us note $\vec{b}_{n}, \vec{g}_{n}$ and $\vec{c}_{n}$ the columns of $B, G$ and $C$. We have:

$$
\begin{equation*}
\|B G-C\|^{2}=\sum_{n=0}^{M-1}\left\|B \vec{g}_{n}-\vec{c}_{n}\right\|^{2} \tag{43}
\end{equation*}
$$

Hence, the columns of $G$ can be determined independently. If $v(n)$ is the list of the free elements in $\vec{g}_{n}$, we have to minimize
$\left\|B^{v(n)} \cdot \vec{g}_{n}^{v(n)}-\vec{c}_{n}\right\|^{2}$, where the superscript $v(n)$ means that the elements of $\vec{g}_{n}$ and the columns of $B$ with indices $v(n)$ only are kept. Using the pseudo-inverse, we obtain the optimal solution:

$$
\begin{equation*}
\vec{g}_{n}^{v(n)}=\left(\left(B^{v(n)}\right)^{H}\left(B^{v(n)}\right)\right)^{-1}\left(B^{v(n)}\right)^{H} \cdot \vec{c}_{n} \tag{44}
\end{equation*}
$$

When $G$ is diagonal, let us note $g_{n}$ the diagonal elements. The criterion can be written:

$$
\begin{equation*}
\sum_{n=0}^{M-1}\left\|\vec{b}_{n} g_{n}-\vec{c}_{n}\right\|^{2} \tag{45}
\end{equation*}
$$

Using the pseudo-inverse, we obtain:

$$
\begin{equation*}
g_{n}=\frac{\vec{b}_{n}^{H} \vec{c}_{n}}{\left\|\vec{b}_{n}\right\|^{2}} \tag{46}
\end{equation*}
$$

Let us evaluate the computational cost:

- Computation of $B$ : it is only the selection of $L$ rows of the inverse transform matrix.
- Computation of $C$ : it is an inverse transform of the rows of $A_{d}$. It requires approximately $L M \log _{2} M$ real multiplications.
- Computation of the $g_{n}$ : it requires $2 M L$ complex multiplications.

The most computationally intensive part of the algorithm is the computation of matrix $C$. Hence, the algorithm requires approximately $L M \log _{2} M$ real multiplications. To this cost, we must add the cost of computing matrix $A_{d}$ (see subsection IVB).

## V. Experimental Results

A. Examples of computational complexity and memory requirements
In the next subsections, we will use relatively low values of $L, M$, and $K$, in order to make visualization of matrices easier. However, there are many practical applications in which large values of block sizes are required. In table II, we give the computational complexity (in millions of real multiplications) and memory requirements (in Mbytes or Gbytes) of the design process for typical values: $M=2048, L=1024, K=8192$.

TABLE II
COMPUTATIONAL COMPLEXITY OF THE DESIGN PROCESS FOR A TYPICAL
CASE.

|  | method 1 | method 2 | method 3 | method 4 |
| :--- | :--- | :--- | :--- | :--- |
| complexity | $7.0 \times 10^{7}$ | $1.8 \times 10^{7}$ | $4.5 \times 10^{5}$ | 430 |
| memory | 140 Gb | 34 Gb | 540 Mb | 540 Mb |

Here, the benefit of the proposed fast methods clearly appears (we remind that the methods have been numbered from the slowest to the fastest). Moreover, for large values of $L, M$, and $K$, only the fastest methods are realistic with respect to today available computational power and memory on standard computers.

## B. Comparison between optimal and non-optimal approaches

To illustrate the approach, we discuss experimental results obtained for $M=32, L=24$, and $K=96$. These are relatively low values, but have the interest to provide results which are easier to visualize. The criterion is unweighted and the transform is a DFT: hence, the fastest method (method 4) is used for optimal design.

Figure 6 shows the desired frequency response. It is equal to 1 between indexes 23 and 39 , and 0 elsewhere. This corresponds to a bandpass complex filter.


Fig. 6. Desired frequency response

First of all, let us compare the optimal approach (using method 4) with other non-optimal approaches:

- The overlap-save method, which corresponds to a filter with small time-extension, has thus the advantage of cancelling the aliasing error.
- The basic standard approach, which computes the diagonal of matrix $G$ using a linear interpolation.

Figure 7 shows the diagonal of $G$ obtained with the overlapsave (top), standard (middle) and optimal (bottom) methods. For the optimal design, computations have been performed using method 4.


Fig. 7. Comparison of the diagonal of $G$ obtained with 3 approaches: overlapsave (top), standard (middle), optimal (bottom). The optimal solution was computed using method 4.

Figures 8 to 10 show matrices $A, P, \bar{P}$ and $\overline{\bar{P}}$ obtained with the three methods.

For Overlap-Save (fig. 8), the rows of matrix $P$ are similar, hence the BDF impulse response is time-invariant. As a consequence, the BDF frequency response is also time invariant (this is confirmed by the fact that the rows of $\bar{P}$ are identical), and therefore there is no aliasing (all rows of $\overline{\bar{P}}$ are null, except the first one).


Fig. 8. Matrices $A, P, \bar{P}$ and $\overline{\bar{P}}$ obtained with Overlap-Save

We can clearly see that this is not the case with the standard (fig. 9) and the optimal method (fig. 10). The rows of matrix $P$ are different, which means that the BDF impulse response is time-varying. As a consequence, the frequency response is also time-varying (i.e. rows of matrix $\bar{P}$ are different), which causes aliasing (see matrix $\overline{\bar{P}}$ ). However, with the optimal method, variations of the impulse response are lower, hence there is less aliasing.

A three-dimensional view of matrix $\overline{\bar{P}}$ (fig. 11 and 12) shows the main difference between overlap-save and the optimal method. With overlap-save, there is no aliasing, but the price to pay is a worst time-invariant frequency response (first row of $\overline{\bar{P}}$ ).

From equation 17 we can see that the aliasing at a given frequency $k$ is $\operatorname{alia\operatorname {sing}}(k)=\sum_{r=1}^{L-1}|\overline{\bar{p}}(r, k-b r)|^{2}$. This value can be represented as a function of $k$, as shown in figure 13. The figure shows aliasing as a function of frequency, for the standard and the optimal methods. A logarithmic scale (dB) is used on the vertical axis. The horizontal axis is the frequency (integer $k$ varying from 0 to $K-1$ represents normalized frequency $\omega=2 \pi k / K)$. We can see that the optimal method reduces aliasing at any frequency. We can also note that there are peaks of aliasing near the limits of the filter bandpass. This result is interesting because it means that a large part of aliasing is concentrated at frequencies that may be reserved for guard intervals.

Figure 14 shows the error on the time-invariant frequency response, for the three methods. Here also, a logarithmic scale $(\mathrm{dB})$ is used on the vertical axis, whereas the horizontal axis is the frequency. The standard and the optimal methods provide


Fig. 9. Matrices $A, P, \bar{P}$ and $\overline{\bar{P}}$ obtained with the standard method


Fig. 10. Matrices $A, P, \bar{P}$ and $\overline{\bar{P}}$ obtained with the optimal method ( $G$ diagonal)
quite similar results. Due to the logarithmic scale, the standard method seems better. Yet, in fact, its error is higher near the limit of the bandpass (index 40) and, taking into account the logarithmic scale, this error has a large impact on the global error. We will show below that the optimal method global error is the lowest (as expected for an optimal method). In this figure, we also clearly see the price to pay for the cancelation of aliasing provided by overlap-save: the error on the time invariant frequency response is considerably higher.

Table III summarizes the results. For each method, we give:

- the quadratic error on the time-invariant frequency response (this is equation 20 restricted to the first row of $\overline{\bar{P}}$ ).
- the quadratic value of total aliasing (this is equation 20 without the first row of $\overline{\bar{P}}$ ).


Fig. 11. 3D view of matrix $\overline{\bar{P}}$ obtained with Overlap-Save


Fig. 12. 3D view of matrix $\overline{\bar{P}}$ obtained with the optimal method ( $G$ diagonal)

- the error which depends on the choice of matrix $G$ (Eq. 35).
- the error which does not depend on the choice of matrix $G$ (Eq. 34).
- the total quadratic error: this is the value of the criterion (equation 20).

Here, the Independent Error (Eq. 34) is 0.72. Since this does not depend on $G$, it is a lower bound of the total error. Indeed, we always have:

- Time-invariant Error + Aliasing Error $=$ Total Error
- Independent Error + Dependent Error $=$ Total Error

As expected, the aliasing error is null when matrix $G$ is computed using the overlap-save method, but at the cost of a larger error on the time-invariant frequency response. The standard method provides a matrix $G$ which gives better global results than overlap-save, but shows quite a large aliasing. The optimal method decreases aliasing by a factor of 2 . The gain due to the optimal method is even more obvious if we look at the depen-


Fig. 13. Aliasing with respect to frequency for standard (dashed line) and optimal (solid line) methods


Fig. 14. Error in time-invariant frequency response for Overlap-Save (dash-dot line), Standard (dotted line) and Optimal (solid line) methods
dent error, which is the only part of the error which can be affected by the choice of the design method.

If we tolerate a matrix $G$ with three diagonals instead of one (at the cost of a slight increase in computational complexity), the optimal method provides a total error which is very close to the lower bound 0.72 . Hence, no significant further improvement of the total error could be obtained unless by changing the independent error, that is by changing the values of $L$ and $M$ (at the cost of increased computational complexity).

## C. Results with a weighted criterion

In this section, we consider a weighted criterion and the transform is a DFT. The fastest method (method 4) cannot be used. Hence, we use method 3 instead. The weighting matrix $Z$ is shown in Figure 15. The first row of this matrix corresponds to the weights applied to the time-invariant frequency response. The black points (null values) mean "don't care". They are located around the extremities of the bandpass, and correspond to

TABLE III
Global errors

| Method | Error |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time-inv. | Alias. | Dep. | Indep. | Total |
| Ov. Save | 1.73 | 0 | 1.01 | 0.72 | 1.73 |
| Standard | 0.76 | 0.53 | 0.57 | 0.72 | 1.29 |
| Optimal | 0.67 | 0.24 | 0.19 | 0.72 | 0.91 |
| Opt. 3 diags | 0.51 | 0.26 | 0.05 | 0.72 | 0.77 |

guard intervals. The other rows of matrix $Z$ are obtained using equation 19.


Fig. 15. Weighting matrix Z (white $=1$, black $=0$ )

Figure 16 (solid line) shows the error in time-invariant frequency response for the weighted case. For interpretation purpose, the error in time-invariant frequency response provided by a BDF optimally designed with unweighted criterion is also shown. We can see that the method takes profit of the guard interval (it increases the error inside the guard interval and reduces it outside).

Figure 17 (solid line) shows the aliasing with respect to frequency for the weighted case. For interpretation purpose, the aliasing provided by a BDF optimally designed with unweighted criterion (i.e. without guard interval) is also shown. We can see that the method takes profit of the guard interval to reduce aliasing.

## VI. Conclusion

Fast discrete signal processing is now the basis of important developments in fields such as telecommunications, instrumentation, radar and sonar systems, etc. Transform-based Block Digital Filters (BDF) are well known for their ability to considerably reduce the computational load of digital filtering. However, BDF are basically time-varying systems, hence they can create aliasing distortion. As a consequence, there are two kinds of errors in the frequency response of a BDF: the error on the time-invariant response plus the aliasing distortion. One of most widely spread methods is Overlap-Save, which is able to cancel the aliasing. However, as shown in the experimental results,


Fig. 16. Error in time invariant frequency response for a BDF optimally designed with a weighted criterion (for interpretation purpose, the curve corresponding to the unweighted criterion is also shown).


Fig. 17. Aliasing versus frequency for a BDF optimally designed with a weighted criterion (for interpretation purpose, the curve corresponding to the unweighted criterion is also shown).
the price to pay is a larger error on the time-invariant response. In this paper, we have chosen to optimize a global criterion, which takes into account both aliasing distortion and error on time-invariant response. The obtained optimal BDF produces small aliasing, but is globally more efficient than a BDF based on Overlap-Save.

Based on this optimal criterion, we have proposed fast optimal design methods for transform-based Block Digital Filters. The methods take profit of the Block Digital Filter structure in order to drastically reduce computations and memory requirements during the design process. Since the proposed approaches are based on elementary matrix computations, they can be implemented with a few lines of program using a matrix oriented language. Moreover, it is interesting to note that matrices $P, \bar{P}$, and $\overline{\bar{P}}$ defined in the paper are also interesting tools to visualize the behavior of a BDF and may be used to illustrate pedagogical
presentations.
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## Appendix: Relation between matrices $\overline{\bar{P}}_{\alpha}$ When the TRANSFORM IS A DFT.

We consider the case where the BDF transform $T_{M}$ is the DFT. When $G_{\alpha}$ is a diagonal matrix containing a one at location $(\alpha, \alpha)$ and zeroes elsewhere, it is easy to show that the element at row $n$ and column $m$ in $T_{M}^{-1} G_{\alpha} T_{M}$ is $\frac{1}{M} e^{j 2 \pi \alpha(n-m) / M}$. Hence $a_{\alpha}(n, m)=\frac{1}{M} e^{j 2 \pi \alpha(n-m) / M}$, therefore:

$$
\begin{equation*}
p_{\alpha}(n, m)=e^{j 2 \pi \lambda \alpha m / K} p_{0}(n, m) \tag{47}
\end{equation*}
$$

where $\lambda=K / M$. Finally, due to the properties of the DFT, we have:

$$
\begin{equation*}
\overline{\bar{p}}_{\alpha}(r, l)=\overline{\bar{p}}_{0}(r, l-\lambda \alpha) \tag{48}
\end{equation*}
$$

when $\lambda \alpha$ is an integer. If $K$ is chosen as a multiple of $M$, this is always the case.
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