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1. Introduction
Infrasound can propagate over large distances due to low absorption rates and efficient ducting in the strato-
spheric waveguide. In the 0.05–4-Hz band, infrasound are routinely recorded by the infrasound Internation-
al Monitoring System (IMS) being deployed to verify compliance with the Comprehensive Nuclear-Test-Ban 
Treaty (CTBT) (Marty, 2019). As of July 2020, 52 certified stations already provide global coverage of explo-
sive events of both geophysical and anthropogenic origin (Figure 1(a)). These include, for instance, refinery 
incidents (e.g., Ceranna et al., 2009), natural hazards such as volcanic eruptions (e.g., Matoza et al., 2019), 
or atmospheric entries of large meteoroids (e.g., Pilger et al., 2019).

Microbarom signals, with frequencies ranging from 0.1 to 0.6 Hz (e.g., Hupe et al., 2019), are dominating the 
infrasound ambient noise. Originating from ocean surface wave interactions, microbaroms are near-con-
tinuously detected worldwide. The detection capability of microbaroms exhibits significant spatiotempo-
ral variation, which is partly controlled by dynamical features of the atmospheric circulation (Ceranna 
et al., 2019; Landès et al., 2014). Variations in coherent ambient noise result from changes in both the source 
distribution and the propagation conditions and can be characterized statistically (e.g., Assink et al., 2014). 
As microbaroms propagate into the middle atmosphere (from around 12 to 90 km altitude), significant fea-
tures of the vertical structure of the temperature and wind are reflected in the detected signal on the ground. 
The lack of variability found in both temperature and wind models (e.g., Charlton-Perez et al., 2013; Lee 
et al.,  2019) has motivated the development of atmospheric remote sensing methods for evaluating nu-
merical weather prediction (NWP) model output (e.g., Amezcua et  al.,  2020; Le Pichon et  al.,  2015; 

Abstract Microbarom signals are generated by wind waves at the ocean surface and propagate 
all around the globe through the stratosphere and ionosphere. Microbaroms dominate the coherent 
infrasound ambient noise measured worldwide, with a peak around 0.2 Hz. Monitoring these signals 
allows characterizing the source activity and probing the properties of their propagation medium, the 
middle atmosphere. Here, we show the first quantitative validation of global microbarom modeling 
based on ocean wave models, a new source model and atmospheric attenuation. For evaluating these 
parameters' impact, we compare the modeling results with a global reference database of microbaroms 
detected by the infrasound International Monitoring System over 7 years. This study demonstrates 
that the new source model improves the prediction rate of observations by around 20% points against 
previous models. The performance is enhanced when the new model is combined with a wind-dependent 
attenuation and an ocean wave model that includes coastal reflection.

Plain Language Summary Microbaroms are atmospheric ambient noise below the human 
hearing threshold. They are generated by ocean waves and can be detected by infrasound sensors 
worldwide. A better understanding is important because microbaroms could hide signals of interest in 
the context of the Comprehensive Nuclear-Test-Ban Treaty, established to unveil clandestine nuclear 
explosions worldwide. Furthermore, as microbaroms propagate over long ranges through the middle 
atmosphere, a better knowledge of the received signals provides new insights of middle atmosphere 
dynamics features that are unresolved in global circulation models. In this study, we use a historical 
database of microbarom detections to evaluate state-of-the-art models and propose a methodology to 
simulate microbaroms worldwide.
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Vanderbecken et al., 2020). With the increasing number of IMS stations complemented by dense regional 
networks, systematic studies using historical infrasound data sets and state-of-the-art (re)analysis systems 
provide useful integrated information on middle atmosphere variability and biases where data coverage is 
sparse (Blanc et al., 2019). Beyond the atmospheric community, the evaluation of NWP models is essential 
for the verification of the CTBT, as accurate models are needed to assess the IMS network performance in 
higher resolution and reduce source location errors.

Improving the source knowledge of microbaroms is critical for operational infrasound monitoring as coher-
ent noise may interfere with the detection and identification of transient signals being emitted by events of 
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Figure 1. (a) Map of the IMS infrasound network showing the certified and planned stations as of October 2020. Seven of the currently operating stations were 
not certified before 2012 and are therefore not considered in this study. (b) Third-octave frequency band configuration for the PMCC data processing of the 45 
remaining stations. The time step of the processing is 10% of the window lengths (Ceranna et al., 2019). Microbarom detections coincide with log-scaled bands 
between 0.1 and 0.6 Hz. (c) Global pattern of the microbarom detections during the studied period—each colored line depicts the average back azimuth within 
(T F02D 7 days, T + 7 days). The time step is 4 days. In the case of missing lines, no microbarom signals were detected within the respective time window, 
including due to occasionally missing infrasound station data. IMS, International Monitoring System; PMCC, Progressive MultiChannel Correlation.
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interest. Various microbarom energy spectrum models have been developed in earlier works. Brekhovskikh 
et al. (1973) and Ardhuin and Herbers (2013) considered an infinite depth ocean with the radiative pressure 
depending on the wave elevation angle. Waxler and Gilbert  (2006) and Waxler et al.  (2007) investigated 
infrasound radiated by ocean waves in finite depth ocean from monopolar sources. More recently, De Carlo 
et al. (2020) developed a source model accounting for both directivity and water depth effects allowing to 
better characterizing the source of microbaroms.

In this study, a multiyear and global reference database of microbaroms recorded by the IMS network is 
constructed using logarithmically scaled frequency bands between 0.01 and 4 Hz. Systematic comparisons 
between the modeled and observed directional amplitudes of microbaroms over 7 years provide new in-
sights on coupling mechanisms at the ocean–atmosphere interface and long-range propagation effects. Data 
and methods are presented in Section 2. The main results are given in Section 3. Discussion and conclusions 
follow in Sections 4 and 5.

2. Data and Methods
2.1. IMS Observations

The CTBT Organisation Preparatory Commission certified 45 of the IMS infrasound stations before 2012 
(Figure 1(a)); hence covering the whole studied period (from 2012 to 2018). IMS infrasound array data are 
routinely processed at the International Data Center (Mialle et al., 2019) using the Progressive MultiChan-
nel Correlation (PMCC) method (Cansi, 1995). The PMCC algorithm automatically processes continuous 
waveforms in successive, overlapping time windows and adjacent frequency bands to detect coherent plane 
waves within the background noise. Each detected arrival is characterized by wavefront parameters—for ex-
ample, back azimuth, frequency, and root-mean-square amplitude—derived from the time delays between 
pairs of sensor triplets. Distant sensors within an array are progressively added during the processing to 
enhance the quality of the detected parameters (e.g., Ceranna et al., 2019). Adjacent detections in individual 
time–frequency cells exhibiting similar wavefront parameters are clustered into a family.

A practical benefit was gained by implementing PMCC with a variable window length and log-spaced frequen-
cy bands, allowing the efficient process of the full frequency range in a single computational run (e.g., Brachet 
et al., 2010). With this implementation, a first global and multiyear systematic broadband (0.01–5 Hz) analysis 
of historical IMS records was performed by Matoza et al. (2013). The PMCC configuration has been refined for 
reprocessing the IMS infrasound data set; it relies on 27 third-octave frequency bands between 0.01 and 4 Hz, 
with window lengths varying from 600 s down to 30 s, respectively (Figure 1(b)). This configuration allows 
computationally efficient broadband processing and accurate estimates of frequency-dependent wave param-
eters useful for source separation (Ceranna et al., 2019). A detection is considered as a microbarom signal if its 
center frequency covers the 0.1–0.6 Hz interval and if, for reasons of significance, the family size is larger than 
40, because events with more arrival pixels are generally of larger amplitudes or, for instance, longer durations.

Figure 1(c) summarizes the microbarom detections at 45 IMS stations from 2012 to 2018. In the Northern 
Hemisphere (NH), the majority of the signals originate from North Pacific, Atlantic, and Indian Oceans. 
In the Southern Hemisphere (SH), signals essentially originate from large swell systems circulating along 
the Antarctic Circumpolar Current (ACC). The seasonal oscillation of the dominant azimuths correlates 
with the seasonal reversal of the stratospheric wind (e.g., Landès et al., 2014), especially at the midlatitudes 
where the strongest winds in both the troposphere and the stratosphere drive the sources and the propaga-
tion, respectively. Notable outliers from the seasonal pattern in the NH are I30JP, I44RU, and I45RU, caused 
by the lack of strong sources to the west of these stations (see Figure 1(a)). In the SH, I49GB exhibits hardly 
varying westerly back azimuths. I49GB is located at the western bottom of the volcano island Tristan da 
Cunha; hence, despite being surrounded by potential microbarom sources, arrivals from easterly directions 
are shadowed by the steep volcano flank.

2.2. Source and Propagation Modeling

Ocean waves are generally well represented by a sum of many sine waves with random phases. Their local 
statistical properties are given by the power spectral density of the surface elevation , also called 
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the “wave spectrum,” which gives the distribution of the surface elevation variance as a function of wave 
frequency f and azimuth of ocean wave propagation θ. Ocean wave models such as WAVEWATCHIII® 
(WAVEWATCH III Development Group (WW3DG), 2016) provide an estimate of  ,E f   and its evolution 
in space and time, based on the surface wind fields. Such models account for wave generation by the wind, 
propagation (including slow nonlinear evolution), and dissipation dominated by wave breaking. For the 
application to microseisms and microbaroms, the magnitude of wave energy in opposite directions is par-
ticularly important, because microbaroms are generated by second-order nonlinear interactions of almost 
opposing ocean waves. The source at the acoustic frequency fs is proportional to H(fs), the Hasselmann 
integral (Hasselmann, 1963),
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The Hasselmann integral is obtained from the p2l output of the numerical wave model (WW3DG, 2016) at 
a 3-h temporal and a 0.5° × 0.5° spatial resolution, corresponding to the modeled second-order equivalent 
surface pressure due to ocean wave interaction:
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where w  is the density of water and g is the gravity acceleration. Following the developments of Waxler 
et al. (2007) and De Carlo et al. (2020), sources radiating in azimuth  can be expressed in terms of pressure 
spectrum 2pF  and correspond to a sum over all elevation angles a :
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where a  and ca are the air density and the speed of sound in the air, respectively. Ra is a coefficient account-
ing for finite depth ocean depending on the source model chosen (De Carlo et al., 2020).

In this study, two models are confronted: (i) a monopolar source—that is, no dependency on the elevation 
angle for Ra and thus a high bathymetry impact—as proposed by Waxler et al. (2007), hereinafter referred 
to as W07, and (ii) a nonmonopolar source with Ra depending on the elevation angle (De Carlo et al., 2020), 
hereinafter DC20. A major source of model uncertainty is the reflection of ocean waves off the coast (Ar-
dhuin et al., 2013). For this reason, two parameterizations of coastal reflection are used: (i) one without 
reflection (“NO REF”) and (ii) the other one with reflection coefficients of 10% on the continents, 20% on 
the islands, and 40% on the ice (“REF102040”).

As the main objective of this study is to run massive simulations (45 stations over 7 years) using differ-
ent models and to compare these outputs with PMCC processing results, propagation simulation with low 
calculation effort is needed. A dedicated, 2D or 3D infrasound propagation model such as provided by the 
NCPAprop package (Waxler et al., 2017) would be capable of accurate long-range simulations. However, 
for this study, these simulations would require a huge computational effort, which may amount to around 
30 h per station and time step (depending on the Information Technology (IT) infrastructure). A general-
ized attenuation law, such as the semiempirical one proposed by Le Pichon et al. (2012, their Equation 2), 
lowers the accuracy in terms of transmission loss but requires much less computation time; here, the com-
putation takes less than 30 min per station and per year (using a comparable IT infrastructure). This at-
tenuation relation provides the pressure attenuation Att(fs), which accounts for the propagation range, the 
source frequency fs, and the stratospheric effective sound speed ratio  eff ratioV   (ratio between the effective 
sound speed at 50 km altitude and the sound speed at the ground level in the direction of propagation ). 
Tailpied (2016) showed that the uncertainty associated with this law—accounting for both numerical and 
wind uncertainties of 5%—lays within 10 dB for frequencies under 0.4 Hz and sources beyond the shadow 
zone (around 200 km). Such an uncertainty makes the comparison of different models using the distance 
between modeled and observed amplitudes irrelevant. In order to overcome this issue, this study considers 
the normalized directional acoustic spectra, and remaining uncertainty effects are washed out both by the 
monthly averaging of the metric defined in Section 2.3 and by the use of the global database.
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The attenuation relative to the considered station is computed for each cell of the source model. Then, the 
source pressure spectrum  2 ,p sF f  is multiplied by the square of the attenuation Att and by the cell area 
dSi. To compute the directional acoustic spectrum  2 ,p sta sF f  at the station, cells (i) intersecting azi-
muthal bands of 1° resolution are summed:

     22 2
|
| 5,000 km

, ,p sta s p i s i s i
i i
i ri

F f F f Att f dS
 

 



   
 (4)

We constrain the summation to cells of maximum distances of 5,000 km from the station. The attenuation 
law was defined for ranges up to 3,000 km; however, dominant sources tend to be further away from the 
stations. Therefore, we extrapolate the law as it has already been done successfully for single station studies 
(e.g., Hupe et al., 2019).

Another simplification concerns the parameterization of the propagation conditions, which naturally vary 
along the propagation path. We account for 1D temperature and wind profiles at the station for calculating 
the Veff−ratio, introducing the well-known directivity in the propagation depending on the vertical structure 
of the wind field. These profiles are obtained from the operational high-resolution analysis produced by 
the Integrated Forecast System of the European Centre for Medium-Range Weather Forecasts (ECMWF, 
HRES IFS cycle 38r2, http://www.ecmwf.int). We compute a second parameterization representing isotrop-
ic propagation conditions (windless atmosphere, i.e., Veff−ratio = 1). This serves for validation purposes of the 
methodology as the source models should perform better with the more realistic wind parameterization.

2.3. Observations and Model Comparisons

For each modeling configuration, the output consists of an acoustic directional spectrum with 1° resolution 
in direction and frequency bands of 0.1 Hz width for each model time step of 3 h. The observation database, 
however, consists of detections unevenly distributed in time, from a few detections to hundreds of detec-
tions within 3 h, and thus varying wavefront parameters are obtained. The direction of origin of the incom-
ing wavefront is calculated at IMS stations with an uncertainty of few degrees (Szuberla & Olson, 2004) 
and the standard deviation of the origin directions within 3 h varies widely, with an average deviation of 
15°. Therefore, a quantitative comparison between the observations and the model needs to account for all 
sources and their spatial dimension.

For each time step and frequency band, the directional distribution of the modeled signals (Equation 4) is 
normalized by its maximum over all azimuths, as shown in Figure 2(a), in order to overcome uncertainty 
issues arising from the attenuation law considered. Then, a threshold is applied to the normalized distribu-
tion, below which the predicted signals are discarded. All detections are classified into predicted and non-
predicted observations (Figure 2(b)), according to their arrival time, azimuth (1° resolution), and frequency. 
This allows the definition of a proxy to evaluate the models: the coefficient of predicted observation (CPO) 
is the ratio of predicted observations to all observations. Setting the threshold to 0.4 is an optimal trade-off 
between the CPO and the false-positive rate (Supporting Information S1, Figure S3).

The modeled pressure spectrum relies on three parameters: (i) coastal reflection effects in wave mode-
ling—“No REF” or “REF102040,” (ii) stratospheric propagation effects, taken as a methodology reference—

 eff ratioV   equal to 1 (“NoWind”) or taken at the station (“WindSta”), and (iii) the source model—W07 or 
DC20. Consequently, eight parameterizations are run, and for each of them, the CPO is computed for each 
station, frequency band, and month over the 7 years.

3. Results
Overall, we obtained 151,200 CPO values. For each modeling parameter, the CPO values compare as fol-
lows: DC20 (respectively WindSta and REF102040) results in higher CPO values than W07 (resp. NoWind 
and NOREF) in 90% of the cases (resp. 68% and 60%).

Figure 3 shows the CPO variations along the IMS stations (3a), the months (3b and 3d), frequency bands 
(3c), and the years (3e) for the eight simulations. Two main results are noted. First, for all those parameters, 
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the configuration with REF102040, WindSta, and DC20 has clearly the highest CPO value in the majority of 
cases with the second best configuration being mostly the one with NOREF, WindSta, and DC20. Second, 
in almost all cases, there is a CPO difference of roughly 0.15 between the configurations with the DC20 and 
those with the W07 source model.

Figure 3(a) illustrates the CPO variations along the IMS stations, ordered by latitude. The configuration 
combining DC20, coastal reflection, and wind at the station yields a CPO that varies between 0.15 at I34MN 
and 0.8 at I05AU and is the configuration with the highest CPO value for all but six stations (13.3%) where it 
is topped by the same configuration with NoWind. For 34 of 45 stations, more than half of the observations 
are predicted using this configuration (CPO ≥ 0.5), and for eight of these stations, the CPO exceeds 0.7. In 
contrast, the lowest CPO values—generally obtained with W07, isotropic propagation conditions, and no 
coastal reflection—range from 0.07 at I34MN to 0.47 at I44RU.

The monthly variation of the CPO differs with the hemisphere. In the NH (Figure 3(b)), the pattern is sim-
ilar for the eight configurations, whereas in the SH (Figure 3(d)), the pattern mainly depends on whether 
the wind is accounted for or not. In the NH, for each configuration, the CPO decreases by less than 0.1 dur-
ing the summer months and is mostly stable during other months. This decrease could be related to more 
scattered sources in the summer, whereas major sources occur during the winter and are mostly located 
upwind, west of the stations, which coincides with the prevailing wind direction. One may note that con-
figurations with WindSta are better than their counterparts by between 0.025 and 0.05 CPO points, except 
in April, May, and September, when both parameterizations yield quite similar CPO values. These months 
correspond to weaker zonal winds around the stratospheric wind reversal periods, hence the WindSta and 
NoWind parameterizations converge. This effect is also evident in the SH in March, October, and Novem-
ber. The annual CPO minima in these months, in which Veff−ratio is close to one, may be caused by gravity 
waves perturbing the unstable waveguide conditions while not being resolved in ECMWF models (Hupe 
et al., 2019).

In the SH, configurations with NoWind are almost constant over the months presenting only a slight in-
crease in March, October, and November (maximum CPO = 0.54). On the contrary, WindSta configurations 
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Figure 2. Comparison methodology between model—with the configuration DC20, WindSta, REF102040—and detections shown for I37NO, Norway for 
[0.2–0.3] Hz. (a) Azimuth distribution of the modeled amplitude (normalized per time step). All detections are depicted by black dots. (b) After the application 
of a threshold to the normalized amplitude—here 0.4—the detections are classified into predicted (green) and unpredicted (red) detections. Modeled directions 
of microbarom arrivals are highlighted in white, whereas black depicts unfavorable directions according to the model.
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Figure 3. CPO variations against output parameters—stations (ordered by latitude), months, years, and frequency—for the eight modeling configurations. 
Solid lines represent configurations with the DC20 source model, while dashed lines correspond to configurations with the W07 source model. Configurations 
with parameters NOREF–NoWind, NOREF–WindSta, REF102040–NoWind, and REF102040–WindSta are respectively colored in blue, yellow, green, and red. 
(a) Variations over the 45 IMS stations. (b) Monthly variations for stations in the Northern Hemisphere. (c) Variations over the frequency bands. (d) Monthly 
variations for stations in the Southern Hemisphere. (e) Variations over the 7 years of this study. CPO, coefficient of predicted observation; IMS, International 
Monitoring System.
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show seasonal amplitude variations of the CPO of more than 0.1 CPO points, with a maximum during 
austral winter in June (0.68), a secondary maximum during summer in December (0.6), and the aforemen-
tioned minima in March and October (0.5). These variations correspond to the presence of strong sources 
the whole year in the SH, as fewer landmasses allow microbarom sources to exist throughout the whole 
ACC. Therefore, the stratospheric wind parameterization is the key to detecting and predicting the actual 
sources of microbaroms as it controls the propagation direction.

Figure  3(c), representing the CPO variations with the frequency, shows the highest CPO values for the 
frequency bands [0.2–0.3] Hz and [0.3–0.4] Hz. For the configurations with the source model W07, the 
lowest CPO values (0.21–0.31) are obtained for the lowest frequency band ([0.1–0.2] Hz) whereas for con-
figurations with DC20, the highest frequency band ([0.5–0.6] Hz) shows the lowest CPO values (0.40–0.46). 
Configurations with WindSta yield higher CPO values than their counterparts with NoWind, with a CPO 
difference varying from 0.025 to 0.1 CPO points, and the largest differences result for the mid frequencies 
[0.2–0.5] Hz. One may note that for [0.1–0.2] Hz, with the DC20 source model, coastal reflection shows 
some impact as both configurations with REF102040 have higher CPO values than both configurations 
with NOREF.

Figure 3(e) shows almost constant CPO values along the years for each configurations, and there is likely 
no yearly variation.

4. Discussion
The DC20 source model by De Carlo et al. (2020) improves the microbarom predictions against the previ-
ously established W07 model by Waxler et al. (2007) such that the CPO increases by 0.15 CPO points. The 
modeling results concerning the wind parameterization suggest that the general approach is justified, as the 
WindSta parameterization mostly results in higher CPO scores than NoWind configurations for both source 
models. In this context, the exceptions around the equinoxes, when the Veff−ratio is closer to one, support 
this argumentation and highlight the importance of enhancing atmospheric models toward well-resolved 
small-scale fluctuations.

Apart from more realistic but computation-expensive 3D propagation modeling as a different approach, a 
more sophisticated parameterization of the propagation conditions would also be desirable. The use of 1D 
profiles for determining the Veff−ratio is not just a simplification of the propagation conditions but also poses 
the question of the profile choice. Here, we focused on atmospheric conditions at the IMS stations because 
these are crucial for detecting a signal. Moreover, this approach is computationally more cost efficient than 
considering the Veff−ratio at the source—that is, each grid point of the model—or even averaging along the 
propagation paths. For mainly zonal propagation paths, the conditions will not differ too much, and sam-
ples conducted for this study relying on the source profiles have indicated only marginal differences in CPO 
scores. However, further studies are required to investigate this effect for the equinox periods as well as for 
outlier stations.

The ability to predict detections at outlier stations, such as I34MN (CPO < 0.2), is significantly limited for 
all parameterizations. This station in Mongolia is far from any major microbarom sources, especially the 
Northern Atlantic hotspot (>6,000  km), which coincides with the preferred arrival direction in the NH 
(Figure S2 in the Supporting Information). For this station, the parameterized propagation, constrained to 
5,000 km, excludes sources that would contribute the most to the detections. Furthermore, during summer-
time, the station does not receive any signal competing with the major sources from the SH; therefore, the 
assumption of uniform atmosphere along the propagation is no longer valid here. These constraints are also 
applicable to I46RU (CPO between 0.18 and 0.39) and I31KZ to a lesser extent (CPO between 0.26 and 0.48).

Unlike for microseism simulations where the coastal reflection is of great importance, the impact of 
coastal reflection for microbaroms is almost negligible. This is likely explained by a higher sensibility to 
atmospheric propagation effects on microbaroms, thus limiting the impact of the wave model's coastal 
parameterizations.

The metric was chosen to favor a model with more predicted observations. However, the false-positive 
rate—false positive corresponds to predicted arrivals without any observation—can also be of importance. 
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Of specific interest is the increase of the false-positive rate in windless propagation (21% vs. 11% in a windy 
atmosphere), as this underlines the well-known importance of accounting for realistic wind in the propaga-
tion and thus additionally validates our general modeling approach. Overall, in order to limit the false-pos-
itive impact, the threshold for the model binarization was set to 0.4. A smaller threshold would have in-
creased CPO values along with the false-positive rate—for example, for a threshold of 0.1 (respectively 0.4), 
the mean CPO value is 0.77 (0.43) and the mean false-positive rate is 38% (14%).

Another limitation of this study lies in the known drawbacks of the conventional detection algorithm to 
characterize the interfering microbarom wavefields originating from different sources. The use of high-res-
olution detection processing techniques capable of extracting multidirectional coherent energy could con-
tribute to an enhanced assessment of the model prediction capability at stations where secondary sources 
compete with the major ones (e.g., Den Ouden et al., 2020).

5. Conclusions
This study, supported by the reprocessed archive of continuous IMS waveform data, shows that modeling 
microbaroms worldwide in a straightforward way is feasible and yields overall satisfactory results. The in-
troduced metric allows assessing the different model parameters quantitatively. The analysis for 45 infra-
sound stations leads to the conclusion that the source model recently developed by De Carlo et al. (2020) 
enables higher prediction rates than the previously established source model. Modeling microbarom signals 
worldwide is further enhanced by combining the new source model, numerical wave model with coastal 
reflection enabled, and propagation accounting for the stratospheric wind at the station.

Further studies should consider propagation over very large distances—more than 5,000 km—and atmos-
pheric variations along the propagation paths to enhance the simulations, especially for outlier stations. 
Also, additional studies are required to explore time-dependent and range-dependent full-wave propagation 
techniques (e.g., Waxler & Assink, 2019), while still maintaining computational efficiency. Applying such 
approaches would allow accounting for globally distributed microbarom sources.
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