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Abstract

NoSQL storage systems are used extensively by web applications and provide an attractive alternative to conventional databases due to their high security and availability with a low cost. High data availability is achieved by replicating data in different servers in order to reduce access time lag, network bandwidth consumption and system unreliability. Hence, the data consistency is a major challenge in distributed systems. In this context, strong consistency guarantees data freshness but affects directly the performance and availability of the system. In contrast, weaker consistency enhances availability and performance but increases data staleness. Therefore, an adaptive consistency strategy is needed to tune, during runtime, the consistency level depending on the criticality of the requests or data items. Although there is a rich literature on adaptive consistency approaches in cloud storage, there is a need to classify as well as regroup the approaches based on their strategies. This paper will establish a set of comparative criteria and then make a comparative analysis of existing adaptive consistency approaches. A survey of this kind not only provides the user/researcher with a comparative performance analysis of the approaches but also clarifies the suitability of these for candidate cloud systems. 
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1. Introduction

With the fast development of processing and storage technologies and the success of the Internet, computing resources have become cheaper, more powerful and more available than ever before. This technological trend has enabled the realization of a new computing paradigm called cloud computing [1]. A client of the cloud can lease just the resources he needs in a Pay-as-You-Go manner [2] with very little knowledge of the
physical resources. Nowadays, cloud computing is the best alternative to grid and cluster computing because it performs well with data-intensive applications [3, 4], and companies like Google, Amazon, and Facebook deal with peta- and terabytes of data every day. In this context, storage management and performance within clouds is extremely important.

In distributed systems, replica technology [5] is a key technology in enhancing performance of the system. With the assistance of replica and redundancy of data in several domains [6–11], the distributed file system is able to reduce access time lag, network bandwidth consumption and system unreliability. However, this also leads to the problem of replica consistency management. Namely, when data is accessed and read by multiple users, inconsistency occurs in replicas, and as a result, the system’s consistency and accuracy are directly influenced. The study on replica consistency aims to achieve synchronism among multiple replicas. The most popular strategies provided by storage systems are strong consistency and eventual consistency [12]. Strong consistency ensures all of the replicas to be updated immediately. There is no difference between replicas. Therefore, every access to replicas will get fresh data. But the cost of maintaining the freshness of replicas increases significantly, which cuts down the availability of replicas and the system’s performance. For instance, Google BigTable [13], Microsoft Azure Storage [14] and Apache HBase [15] provide strong consistency. Eventual consistency doesn’t update all the replicas immediately, so it tolerates replica divergence. But it promises all the replicas to be consistent at a specific time. For instance, Amazon Dynamo [16], Cassandra [17] and MongoDB [18] provide eventual consistency.

The data consistency can be encountered in cloud systems more than in non-cloud systems [19]. V.Cheng and G.Wills define in [19] a model to compare cloud and non-cloud storage of big data. One of their goal was to show the consistency between the actual and expected execution time on cloud and non-cloud systems. The paper confirms that there is no comparable consistency on a non-cloud system. Therefore, in this comparative study we will only focus on data consistency in cloud storage systems.

Providing one consistency strategy is only suitable for particular scenes since the clients of cloud storage are multifarious and not all the applications need the same level of consistency. In addition, a required consistency strategy of an application is variable at runtime. Take an online conference as an example [20], in which the data should be modified under strong consistency when an important speech is taking place. Otherwise, users accept eventual consistency for better performance. In this context, a self-adaptive approach is needed to dynamically adjust the consistency strategy according to the cloud system’s dynamicity and the application’s demands. Therefore, adaptive replica consistency can satisfy the application requirements and minimize the transaction cost at the same time.

Many works in the literature addressed the adaptive consistency and the trade-off between consistency and availability [21–39]. The proposed approaches have used different protocols to provide adaptive consistency. Most of them defined a metric such as: read/write frequency [23], file heat [29], stale reads [25], etc. and used statistical or probabilistic models to calculate it. Hereafter, the system changes the level of
consistency when the calculated value exceeds the defined threshold. Some approaches took monetary cost into consideration when they defined their metrics. However, others used version vectors\cite{40} (informations about update history on the data item) for every copy of data to choose the suitable consistency for every object. To develop a robust adaptive protocol, it is necessary to make a comparative study of the proposed approaches by taking into consideration all the elements around consistency in the cloud. All contributions that we found described few proposed approaches as related works, but none, to our knowledge, established an exhaustive analysis for the existing adaptive consistency approaches. In our current work, we evaluate the most popular adaptive techniques in cloud systems using a set of criteria proposed for this purpose. To achieve our goal, we first give the main concepts of consistency in distributed systems including adaptive consistency. Then, we define a set of criteria that describe the design or the behavior of such an approach like: architectural model, operation level, granularity of consistency strategy, adaptive policy, statistical based or predictive policy, conflict detection and resolution, monetary cost consideration, threshold definition, security and privacy and implementation tools. Thereafter, we review 19 proposed works by describing their main contributions and then resuming their behaviors towards the defined criteria in a table. The table-based analysis gives us a global view and allows us to discuss different aspects of adaptive consistency.

We can resume the main results of our study in the following points:

- A middleware is the suitable architectural model to add the adaptive consistency functionality to an existing storage system and enhance its consistency management strategies.

- A statistical policy is very expensive to implement in big data due to large amount of heterogeneous data. So, using an intelligent technique is better in terms of performance and costs.

- Taking monetary costs into consideration is very important in such approaches because it is one the principal goals of using the cloud.

- Applying the same level of consistency for the overall system is not always practical when data in the cloud have not the same importance or the same access frequency.

- It is necessary that the adaptive policy makes a combination between transaction level and object statistics (operation side and data side) to define the consistency guarantees.

The remainder of this article is as follows. Section 2 describes the related literature. Section 3 briefly defines the principal concepts and types of consistency. Section 4 presents the comparison criteria and explains the utility of each one. Section 5 reviews the proposed approaches and describes its contributions. Section 6 presents a table-based analysis of the proposed approaches according to the above criteria. Section 7 discusses the different points of comparison. Section 8 sets out a number of challenges and future directions that will need to be addressed. Finally, Section 9 concludes the paper.
2. Related work

What we will discuss in this section are the main contributions of this paper compared with the most relevant existing comparative studies by noting all considered elements around consistency in the cloud. Almost all of the comparative contributions that we have found on this topic describe just some proposed approaches as related work. On the other hand, we note that, in the literature, there is a lack of deep comparative analysis establishing an exhaustive analysis of the principal existing adaptive consistency approaches. Hence, this section looks to evaluate the best known adaptive techniques in cloud systems by using a set of criteria and measures for this purpose. In each comparative study between the proposed approaches we will focus on these main issues: granularity of consistency strategy, conflict detection and resolution, monetary cost consideration, threshold definition and adaptive policy.

Prior surveys [41–43] have covered different aspects of the adaptive consistency approaches in cloud storage. In particular, surveys published by H-E Chihoub et al. [26, 44] over the last few years elaborated on various topics within the consistency scope such as the concept, benefits and models [26, 44], the architecture elements and the design of the security challenges in adaptive consistency [41]. During the reviewing of some comparative analysis topics in some specific sections, we have noted that none of these surveys has particularly focused on an exhaustive analysis of the existing adaptive consistency approaches. While the data duplication may be implemented using the existing distributed adaptive consistency approaches, their great number along with their particular pros and cons made the choice extremely difficult for those who attempted to adopt a distributed data duplication architecture in a large-scale context. In order to assist and promote recent initiatives to put into practice the adaptive consistency paradigm, this survey proposes original classifications that make comparisons between the broad range of proposed platform solutions with respect to various availability, reliability and performance criteria.

In this context and in line with the vision of Shin et al. [41], three main key reasons for the problems studied in the management can be summarized as follows:

1. For the goal of high availability of the stored data, data replication across storage entities in an efficient way is used. However, these schemes may mitigate data lock-in mainly in case of the appearance of new data stores. Hence, replication is a solution that offers availability. In fact, this solution prevents other functionalities such as data lock-in, data protection and data erasure coding.

2. In case that data-intensive applications are deployed within a single data store, the problems of data overflow and network bottlenecks have appeared. The survey of Shin et al. shows some proposed solutions to solve this problem.

3. Data security is one of the strongest factors in cloud storage and data duplication. It concerns the implemented hardware, users’ access and the designed architecture. Many parameters may be changed when the data security plays its role such as data availability, data privacy, data location and data
storage size. To obtain secured distributed data in the cloud storage the authors have referred to many solutions.

In the survey [43], data consistency was tackled, but not as a primordial factor. The authors deal with the data management and they tackle the data consistency only in one section by defining the three main aspects, i.e., level, metric, and model. In the data consistency section, the authors show the taxonomy of data consistency by focusing on these three main aspects in order to determine how much a consistency is stronger than another. The authors explain in detail the I/O-level consistency which requires conservative assumptions like concurrent write-write and read-write upon the same data. This survey focuses mainly on this level of consistency. Furthermore, the authors of [43] have drawn a weak consistency taxonomy together with the influenced factors to encounter the data conflicts which happen as operations to the same data in multi-master systems. In fact, this survey studies the data storage management in cloud environments. The consistency was discussed as a secondary issue. Hence, this work is a global survey which requires the design of a common data model and standard APIs for different cloud databases to help application providers. To reach this end, the authors assume that the ideal solutions for this challenge are to complete data transfer within a budget and deadline especially for OLTP applications that demand high response time.

As another work, Viotti and Marko [42] defined a structured and comprehensive overview of different consistency notions that appeared in distributed systems research. Their work scope was restricted to non-transactional semantics that apply to single storage object operations. The paper aims to complete the existing surveys done in the context of transactional database consistency semantics. The authors define their own non-transactional consistency model of a distributed system for reasoning about different consistency semantics. In fact, this work gives a deep knowledge about consistency for non-transactional systems, called linearizability. The designed authors’s hierarchy of non-transactional consistency models shows six main component models: Fork based, session, causal, per-object, synchronized and staleness-based models. In all component models, the authors focus on the explanation of the model’s use mode and a discussion of the principal existing work for these component models. We observe that this survey maps the consistency semantics to different practical systems and research prototypes. Therefore, the contribution of Viotti and Marko is to classify the existing work of consistency in non-transaction distributed systems depending on the proposed hierarchy. However, it does not include a comparative study of the existing work.

2.1. The main contributions of this comparative analysis

This paper is to fill this void by drawing a synthesized comparative study of 19 proposed consistency approaches for cloud storage. We investigate the consistency in the cloud and take a strong overview of each analyzed consistency approach. Hereafter, the comparison of the different approaches proposed for adaptive consistency in the cloud is shown and discussed. We note that, to our knowledge, there is no
work having established an exhaustive analysis for the existing adaptive consistency approaches. We may cite the two comparative studies in [32] and [44]. In [32], the authors presented a literature review that summarized the consistency management in distributed systems, grids and the cloud. For each proposed adaptive consistency approach in the cloud, they gave a short description and criticized it. In [44], the authors defined three comparison criteria: the level at which the consistency is specified, the cloud storage system in which the approach is implemented and the testbed which is used to evaluate the solution. Then, they compared the three approaches according to mentioned criteria.

3. Consistency in the cloud

Consistency concepts and its relationship with different storage system features, such as performance and scalability, has been widely addressed. We first review the definition of consistency in traditional database systems. Then, we recall its definition in distributed systems including cloud systems. Finally, we review the consistency models and classifications.

3.1. Consistency in database systems

In traditional database systems, consistency is defined as a property of transactions [45, 46]. It builds with Atomicity, Isolation and Durability the well-known acronym: ACID properties. Consistency refers to the fact that the transaction takes the system from one consistent state to another. Note that a transaction may violate some of the integrity constraints during its execution. However, once it terminates, it must restore the system to a consistent state. When transactions are executed concurrently, the transaction processing system must ensure that the execution of a set of concurrent and correct transactions also maintains the consistency of the data. Atomicity requires all the operations of a transaction to be treated as a single unit; hence, everything in a transaction succeeds or the entire transaction is rolled back. Isolation refers to the fact that transactions cannot interfere with each other, i.e., transactions cannot read the intermediate results of other transactions. Finally, durability requires the results of a committed transaction to be made permanent in the system.

3.2. Consistency in distributed systems

In distributed systems, consistency is defined in a trade-off with availability and partition tolerance in the CAP theorem [47, 48]. The theorem states that only two of the three properties can be achieved simultaneously within a distributed system. In this context, consistency refers to the requirement that the clients should have the feeling of working on a single node regardless of the number of replicas. This is equivalent to requiring a total order on all operations and operations act as they are executing on a single node. Availability means that every request sent by a client to a non-failing node should obtain a successful response. Partition tolerance means that the system should continue delivering its services even if some
part of the system loses many messages arbitrarily and only the total network failure is allowed to cause the system to respond incorrectly.

3.3. The consistency’s use areas and benefits

Big data storage and processing are considered as one of the main applications for cloud distributed systems. Additionally, the concept of the Internet of Things (IoT) paradigm has advanced the research on Node to Node communications and enabled novel tele-monitoring architectures for several applications such as E-Health, Forest monitoring and others. However, there is a need for safe data storing in decentralized cloud systems and IoT systems. The purpose of this subsection is to show the gathered benefits of consistency by citing some existing work and some methods of big data processing within cloud distributed systems.

Nowadays, cloud computing, fog computing, big data and the Internet of Things are popular paradigms and their features can be combined for shaping the next era of data processing, storing and forwarding. Many applications need a data replication model, where the data consistency is a challenge [49–51]. We may find many techniques which are proposed for systems restoring processes. In this kind of systems, a restoring process fires a transaction consistency across consistency groups, e.g., disaster recovery systems. Several consistency groups are defined for replication. For instance, the author in [49] demonstrates a multi-purpose approach for disaster recovery. The consistency is involved to check whether any data has been lost, damaged or corrupted in the disaster recovery process.

We may cite several works in the literature where data consistency plays an important role. In order to show its benefits in different fields, the data consistency discussion will be divided into three main classes.

1. With the aim to provide an efficient disaster recovery system, the storage manager must generate multiple recovery copies of the client file and oversee the transmission of this recovery copies to remote sites. What is needed in this situation, is a way to ensure the data consistency of the generated multiple recovery copies. The author of [49] has proposed a big data system disaster recovery which focusses on multi-site and multi-technique approaches to ensure that if one method does not succeed, there are other methods that can retrieve and restore the data. The author considers the data consistency as an essential parameter in the experimentation and result. To reach this aim, the author has checked the data consistency of the proposed system during its experimentation with the aim to identify whether any data has been lost, damaged or corrupted in the disaster recovery process. The authors in [52] studied techniques that maintain stored data consistency when migrating virtual machines from a first site to a second site. The main objective aims to relocate the virtual machines when any migration is planned from the source site to the destination site during maintaining a consistent data. The data consistency challenge can be particularly observed while maintaining a consistent set of data with a pair of consistent data images between the protected source site and the destination recovery site. The authors use the disaster recovery as an exemplary scenario with the aim to avoid a disaster that is
predicted to occur in the vicinity of the source site. Another work can be cited [53], in which the data consistency plays an important role. The authors of [53] have tackled the problem of backing up an entire micro-service architecture in their work, where a running application was decomposed into multiple micro-services in such a way that it can be recovered after a disaster strike. The main objective of this work aims to ensure, in case of disaster, the impossibility to achieve a holistic recovery that brings back all micro-services in a globally consistent state.

2. It is also necessary to know the data consistency advantages and uses in terms of security and privacy challenges. For example, in applications where different central entities collaborate with each other, they must be able to exchange trust information in order to fix inconsistencies in the reputation values [54]. For instance, any time instantiation of edge devices in fog computing can be used by multiple smart applications with set of users which raises the issue of edge device security and makes appear the consistency challenges [55]. The authors of [56] consider the consistency of data to be a primordial factor in several security aspects. The data integrity needs the action of maintaining consistency, where ethical values are important for cloud service providers to protect integrity of cloud user’s data with honesty, truthfulness and accuracy at all time. The work of [57] has studied the eventual consistency as a relaxed trade-off model in order to link the strong consistency and availability. The authors of this work introduce Byzec which is a protocol that makes eventual consistency as secure as possible. The proposed protocol allows the service to run in an eventually consistent manner.

3. Software Defined Networking (SDN) is a promising network paradigm that aims to solve such problems and accelerate innovation. Its principal is to decouple the control plane and the data plane to achieve a logically centralized control architecture providing programmability to configure the network [58]. We may cite several works focusing on the design choice of distributed SDN controller with the aim to show that to build an efficient distributed controller it should consider the following aspects: scalability, robustness, consistency and security [59–62]. The papers of [63, 64] define the use of adaptive consistency models in the context of distributed SDN controllers. The authors of [63] aim to show how the typical SDN controller architecture can be extended in order to support adaptive consistency. The obtained results showed that adaptive controllers were more resilient to sudden changes in the network conditions than the non-adaptive consistency controllers. However, in [64], an adaptive consistency model for SDN controllers that employs concepts of eventual consistency models has been introduced by defining the concept of runtime adaptation of consistency levels in state synchronization for a distributed SDN control plane.

3.4. Consistency models

In this subsection, we introduce the main consistency models adopted in earlier single-site storage systems and in current geo-replicated systems. Many works addressed these consistency models such as [44], [65] and
They call the highest level strong consistency, and the lowest level weak consistency. Between strong and weak consistency, they define other models that provide better performance than strong consistency and fewer conflicts than weak consistency. In the following, we adopt the classification of Werner Vogels due to its powerful discrimination and characterization of models. He states that there are two ways to view consistency. The first is from the client point of view: how the client observes writing operations. The second point of view is from the server side: how the system manages updates and which guarantees are provided with respect to updates.

1. **Client-Side consistency**: this kind of consistency investigates in how the client observes the changes. For instance, let us assume that there are three independent processes: A, B and C which need to communicate to share information as shown in Figure 1(a). When process A updates a data item, there are three possible cases:
   - **Strong consistency**: An access by any process, after completeness of the update, will return the recent data (Figure 1(b)). In other words, strong consistency guarantees that all replicas are in a consistent state immediately after an update.
   - **Weak consistency**: The system does not guarantee that subsequent accesses will return the recent data (Figure 1(c)). The period between the write operation and the moment when it is guaranteed that any process can see the recent data is called the inconsistency window.
   - **Eventual consistency**: After a window time, the storage system guarantees that all processes will see the recent data if no new updates are made to the object (Figure 1(d)). This is a specific form of weak consistency and the size of the inconsistency window can be determined based on factors such as the load on the system, communication delays and the number of replicas in the system.

2. **Server-Side consistency**: On the server-side, the consistency deals with how the updates flow through the system to differentiate the modes that can be experienced by application developers. For instance, let us suppose that N is the number of replicas in the system, W the number of replicas involved in a write/update operation and R the number of replicas that are contacted when a data object is accessed through a read operation.
   - **Strong consistency**: if \( W + R > N \), the system will provide strong consistency and two cases are possible in this formula:
     - **Case 1**: If the number of replicas is 5 (\( N = 5 \)) and the number of responses required to complete write queries is 5 too (\( W = 5 \)), it is sufficient to read from one replica (\( R=1 \)) to get the most recent data \( W + R > N \).
     - **Case 2**: If the number of replicas is 5 (\( N = 5 \)) and the client requires just two replicas to response to his write queries (\( W=2 \)), as shown in Figure 2(a), and if he reads from more than
(a) Model.  
(b) Strong consistency.  
(c) Weak consistency.  
(d) Eventual consistency.

Figure 1: Client-Side consistency.
three replicas during a read operation \( R > 3 \), then there will be at least one replica that will give the most recent data and the system will still provide strong consistency \( W + R > N \).

- **Weak consistency**: If \( W + R \leq N \), the system provides Weak/eventual consistency. This means that there is small number of replicas that are guaranteed to have the latest write, and during a read operation, it is less likely to read from a replica that has the latest write (Figure 2(b)).

### 3.5. Adaptive consistency

In modern database systems, strong consistency generates always an additional cost on request latency, availability and scalability of the system. In order to find a trade-off between consistency and both performance and availability of the system, most of the modern database systems guarantee eventual consistency by default and allow increasing the level of consistency according to client needs. Increasing the level of consistency ensures better data consistency but decreases the system performance and availability. Therefore, instead of relying on a single consistency level, tuning the consistency level with other supplementary consistency options makes the system more proficient. This phenomenon of using the appropriate consistency option depending on the criticality of the requests or data items is known as adaptive consistency [66].

Several kinds of applications need adaptive consistency. For example, Web shop applications store different kinds of data that need different consistency levels. The customer’s credit card information and the price of the items must be handled under strong consistency. However, clients buying preferences and logging information could be handled under weak consistency. An online auction system is another example that needs adaptative consistency but the selection of a consistency level in this case is based on time. At the
beginning, the data are not so important for the final deal, so the requirement of consistency is low. With
the deadline approaching, auctioned items become very popular and the customers rely more and more on
the latest data to make the next bid. Eventually, the data should be always up-to-date and modified under
strong consistency.

4. Comparison criteria of adaptive consistency approaches

When talking about adaptive consistency we distinguish numerous criteria that are to be described. Among
these issues we are particularly interested in the following ones: architectural model, operation level,
granularity, adaptive policy, prediction or statistic based, conflicts consideration, threshold, monetary costs,
security and privacy, provided consistency and implementation tools. These criteria have a direct influence
on the development of adaptive consistency approaches.

4.1. Architectural model

Consistency management is a functionality of the storage system that is queried by cloud clients. Thus,
each proposed consistency approach should take a position in the storage system architecture or his interac-
tion with client applications. According to their architectures, the proposed adaptive consistency approaches
come in two forms: either an additional module between the storage system and the application or an entire
storage system. In the first case, the additional module can be on the top of the storage system, in bottom
of client application or as a middleware.

4.2. Operation level

This criterion defines the side on which the approach is applied and divides the approaches into two
categories: query side approaches and object side approaches. Approaches in the first category focus on the
query or the transaction level which means that the consistency level in these approaches is tuned according
to the application needs. The object side approaches, however, define the consistency guarantees on the data
by dividing them into categories and treat each category differently depending on the provided consistency
level.

4.3. Granularity

Granularity means that the consistency level is applied to the hole database or just a part. In fact, some
proposed approaches work on the global database, others fragment the database into categories, and there
exist who works on file. Applying strong consistency to part of the system or critical objects only can give
higher performance and optimize the cost of implementation.
4.4. Adaptive policy

An adaptive policy is a set of algorithms, models or techniques that are used to provide adaptive consistency. It captures the system’s need and gives the best trade-off between consistency and both performance and availability by tuning the consistency to the suitable level during the execution time. These policies are based on probabilistic models, artificial intelligence techniques or other predictive algorithms. Choosing a good adaptive policy leads to a pertinent adaptive consistency approach.

4.5. Prediction or statistic based

The adaptive policy may be based on prediction or statistic. Predictive policy uses probabilistic models, regression models or other intelligent techniques to predict the system state. This kind of models is very powerful in performance but it does not give exact results. However, the statistical model calculates the rate of a given metric during runtime and compares it to a defined threshold to change the consistency level when it is achieved. The statistical model can give exact results but it produces additional and complicate calculations.

4.6. Conflicts management

We chose this criterion to investigate whether the proposed approach has considered or not conflicts between transactions. We define which mechanism was used to detect and resolve the conflicts. Normally, conflicts between replica occur highly when the storage system runs transactions optimistically i.e., provides a low level of consistency. Contrarily, raising the level of consistency decreases the percentage of conflicts.

4.7. Threshold

When an adaptive consistency policy uses a metric, it defines a minimum or maximum value for this metric. Reaching the threshold triggers the system to change his behavior. Defining a threshold in such an approach means that the system does not calculate the application needs and that the tuning parameters are put manually.

4.8. Monetary costs

The cost of a consistency level in the cloud describes the different resources necessary to obtain this level in geo-replicated storage systems. Different consistency levels result in different costs; high consistency implies high cost per transaction and reduced availability but avoids penalty costs. Low consistency leads to lower costs per operation but might result in higher penalty costs. The monetary cost is one of the most interesting advantages of cloud storage. Hence, any consistency approach should take this criterion into consideration.
4.9. Security and privacy

Security and privacy are always key concerns in information technology to which more challenges are brought about by cloud computing and big data. In fact, moving data and applications to a third party service provider and replicating objects makes the challenge more critical. Furthermore, the availability of cloud services is one of the most important security issues which directly affects the business of cloud service providers and also its customers. Thereby, any consistency approach should take into consideration these two factors.

4.10. Provided consistency

Data consistency is already provided by storage systems which can ensure many levels of consistency. Thereby, the application can choose the suitable level for its needs from the beginning. Adaptive consistency approaches were proposed to optimize consistency management by tuning the consistency to the suitable level during the run-time. To achieve this goal, existing adaptive approaches behave in three manners: switch between existing consistency levels to assign the nearest one to the application needs and the system state, moderate the weak level by an artificial delay to enhance consistency when it is needed, provide a new level according to the application needs.

4.11. Implementation tools

Evaluating a proposed approach in cloud and big data environments is quite difficult due to the high monetary charges and the large amount of data needed to complete the implementation. Nevertheless, using real implementation tools gives more credibility to the evaluation results. Since they are free of charge and easy to use, simulation tools are widely used to evaluate contributions and to emulate real environments. However, the obtained results are less credible.

5. Proposed approaches for adaptive consistency

In the literature, many approaches were proposed to adjust the consistency level in the cloud. In this section, we discuss the different approaches and their characteristics according to different criteria defined in the previous section.

5.1. IDEA

The infrastructure IDEA [21] (an Infrastructure for Detection-based Adaptive consistency guarantees) was presented to guarantee the adaptive consistency of replicated services. IDEA enables many functions including quick inconsistency detection and resolution, consistency adaptation and quantified consistency level guarantees. For each object of the system, IDEA divides the nodes into two layers where the top layer includes those nodes that frequently update this object and the bottom layer consists of the remaining
nodes. The inconsistency detection and resolution policies are based on a new extended version vector where a triple of information is attached for every object (numerical error, order error, staleness).

5.2. Consistency rationing

Consistency rationing [22] divides the data into three consistency categories: A, B, and C. The A category ensures strong consistency guarantees and shows high cost per transaction. The C category ensures session consistency, shows low cost, but will result in inconsistencies. Data in the B category are handled with either strong or session consistency depending on the specified policy. In this paper, the authors present and compare many policies that switch between session and strong consistency: conflict probability, time policy, fixed threshold, demarcation policy and dynamic policy. The optimization in this paper is based on allowing the database to exhibit inconsistencies if it helps to reduce the cost of a transaction but does not cause higher penalty costs. The aim is to find a trade-off between transactions cost in the case of strong consistency, and penalty costs (financial) in the case of weak consistency.

5.3. An application-based adaptive replica consistency

The paper [23] proposed an adaptive mechanism for consistency management that allows the system to automatically switch between consistency strategies according to update frequency and read frequency at runtime. The authors also proposed a model structure that can manage the different consistency levels. The nodes in the proposed structure are put in the following order: one master node, three deputy nodes and many child nodes. The adaptive consistency mechanism divides the consistency levels into four categories according to statistical read frequency $P_r$ and update frequency $P_u$ (a combination of high and low values for every one). For each checkpoint interval $\tau$, the system evaluates the consistency category that the application needs according to $P_r$ and $P_u$ in the interval. If the category is not the same as the current one, it will be changed in the next interval. They demonstrated, via simulations, that the adaptive approach reduces significantly the global throughput generated when applying strong consistency and that it provides better performance than weak consistency.

5.4. RedBlue

RedBlue consistency [24] was introduced to provide an adaptive consistency approach by decoupling operations into two types: red operations that require a strong consistency and blue operations that are executed under weaker consistency. To color an operation red or blue, the authors define the conditions that ensure the non-violation of application constraints and the convergence of all replicas to the same final state. Intuitively, commutative operations may be blue if they do not violate the application constraints. An extension of the proposed approach consists in dividing original application operations into two categories: a generator operation that has no side-effect and which is executed only at the primary site, and a shadow operation, which is replicated to all sites. Only shadow operations are colored red or blue.
5.5. Harmony

Harmony [25] is based on the estimation model of stale reads that will be adjusted to the application needs. In this approach, the application provides the appropriate stale read rate \((\text{app.stale.read})\) and the modules added by Harmony compute the stale read rate of the system \((\theta)\) using a probabilistic model and compare it with \(\text{app.stale.read}\). If \(\theta\) is the greater value, the algorithm calculates the number of replicas \((N)\) needed to attenuate the stale read rate and modifies the consistency level according to the obtained \(N\).

5.6. Bismar

Bismar [26] takes the monetary cost into consideration, both for the evaluation and selection of consistency levels in the cloud. Accordingly, the authors define a new metric called consistency-cost efficiency. Based on this metric, they propose an economic consistency model, called Bismar, that adaptively tunes the consistency level at run-time in order to reduce the monetary cost while simultaneously maintaining a low fraction of stale reads. The proposed approach uses a probabilistic consistency model to estimate the stale reads and the relative costs of the application according to the current read/write rate and the network latency. Then the algorithm selects the consistency level that offers the most equitable consistency or cost trade-off (given by the maximum consistency-cost efficiency value: \(\max[\text{consistency}(cl)/\text{cost}(cl)]\)).

5.7. Pileus

Pileus [27] is a key-value storage system that supports consistency-based service level agreements (SLAs). With SLAs, applications can declare their consistency and latency priorities. With the offered consistency choices, applications can indicate a decreasing series of desired consistency/latency trade-offs (SubSLAs). Furthermore, applications that share the same data are allowed to obtain different consistency guarantees. Pileus tries to satisfy the best desired service due to the configuration of replicas and the network conditions. It may not always succeed in satisfying the first subSLA. Therefore, Pileus tries out lower subSLAs that are acceptable but less desirable. Finally, the system returns an error code and no data if none of the subSLAs can be satisfied.

5.8. DepSky

DepSky [28] is a virtual storage cloud, a cloud of clouds, which is accessed by its users to manage data items stored in a group of individual clouds. It targets four limitations of individual clouds: availability, consistency, privacy and monetary costs. The DepSky system enhances data availability and consistency by exploiting data replication on several clouds and by introducing proportional consistency. Thus, the system allows access to the data whereas a subset of them is reachable and provides the same level of consistency of the subordinate clouds. To minimize the monetary cost and improve the privacy, DepSky uses erasure codes [67] to store only a fraction (typically half) of the total amount of data in each cloud and to avoid storing
clear data. Furthermore, stored data are encrypted and the encryption key is shared by the underlying clouds so that individual faulty clouds cannot reconstruct it to disclose the data.

5.9. File heat-based self-adaptive replica consistency

This work proposed the algorithm MRFU [29] (Most Recent and Frequently Used) to calculate the file heat during an interval of time I. The file heat in this algorithm is a combination of access time and access frequency. The self-adaptive consistency strategy proposed in this paper selects the consistency level of a file between strong and eventual consistency according to the file heat. The value of file heat is calculated during a time interval I and compared with a threshold. The strong consistency strategy is adopted when file heat exceeds the predefined threshold, and the eventual consistency strategy is adopted when file heat is under the threshold value to cut network bandwidth consumption. The authors also proposed a replica management model that divides the system into three levels: one storage control node that controls many main replicas, each of which is connected to many other subreplicas.

5.10. Consistency tuner

Consistency tuner is a protocol based on the consistency index [30] (number of correct reads/total number of reads). To adjust the consistency index to a desired value the protocol predicts the correctness of an incoming read request using a logistic regression classifier and a neural network classifier. These statistical predictive models use the number of replicas $R_p$ and the time gap $G_p$ between the read and the last update as input parameters. The authors also implemented the CICT (consistency index based consistency tuner) in an architecture of a web based database application and demonstrate the relationship between the number of replicas and the threshold of a time gap (minimum value of time gap between an update and a succeeding read request) using a statistical linear regression analysis.

5.11. Fine-tuning the consistency-latency trade-off

The trade-off consistency-latency is addressed by proposing and evaluating two techniques [31]. The first is a novel technique called continuous partial quorums (CPQ) that assigns the consistency level on a per-operation basis by choosing randomly between multiple discrete consistency levels with a tunable probability. The second technique, called artificial delays (AD), uses a weak client-side consistency level and injects an artificially tunable delay into each storage operation. This technique boosts consistency by allowing more time for updates to propagate through the system, which decreases the likelihood of consistency anomalies at the cost of increasing latency.

5.12. A self-adaptive conflict resolution with flexible consistency guarantee

The paper [32] presents an adaptive and hierarchical model using version vectors of replicas to ensure consistency management. The proposed approach divides the consistency management into two levels:
global management between data centers in the cloud and local management in the data center. For the
local management, the multi-agent technology is used to modulate the different parts of the system which
tunes the consistency between three levels (optimistic, hybrid and pessimistic) according to the rate of
write operations. The authors also propose the integration of a conflict detection and resolution mechanism
between the replicas based on version vectors. This mechanism resolves the conflict in the local data center
and then the conflicts between different data centers in the cloud.

5.13. Incremental consistency guarantees

ICG [33] targeted the consistency/performance trade-off by developing an abstraction interface, called
Correctables, between applications and replicated objects. Therefore, rather than struggling with the com-
plexity of distributed storage protocols, developers will just focus on tuning the consistency level of the
ongoing operation. After invoking an operation on a replicated object, the abstraction interface provides a
view on the operation result for each specific consistency level. First obtained views reflect operation results
under weak consistency while stronger consistency will be guaranteed within later views.

5.14. Safe serializable secure scheduling

The paper [34] addresses the trade-off between strong consistency guarantees and strong security proper-
ties in decentralized systems. The authors state that distributed transaction scheduling mechanisms cannot
prevent unauthorized access to confidential information. Security risks are potential due to the aborting
messages of failed transaction. Thus, they proposed the staged commit protocol that can secure the trans-
action scheduling using relaxed monotonicity. The defined protocol divides a transaction into stages, each
of which can be securely committed using a traditional protocol.

5.15. OptCon

OptCon [35] is a machine learning-based framework that can automatically predict a matching consist-
tency level that satisfies the latency and staleness thresholds specified in a given service level agreement
(SLA). For this reason, OptCon provides the following dynamic parameters as input variables to the learn-
ing algorithms: the read proportion in the operation, the number of user threads spawned by the client, and
the number of network packets transmitted during the operation in addition to the client-centric consistency
level. Many machine learning techniques were implemented in OptCon: to visualize the significance of the
model parameters and the dependency relations among these parameters, it used Logistic regression and
Bayesian learning. Furthermore, for more accurate predictions computed directly from the data, OptCon
implemented Decision Tree, Random Forest, and Artificial Neural Networks (ANN). The framework provides
to users and developers the choice of a suitable learning technique that best suits the respective application
domain and use case.
5.16. SPECSHIFT

SPECSHIFT [36] is a tuning framework that uses artificial delays to adjust the consistency level according to network conditions and workload characteristics. The delay is calculated from a combination of empirical measurement and probabilistic analysis and injected at the beginning of each read and at the end of each write. Developers of this framework also presented a probabilistic model of consistency under latency optimized settings that precisely captures the relationship between consistency, system workload and network latency.

5.17. Selective data consistency

The paper [37] proposes a selective model for transactional application data consistency. The model is built on the replicated data store MongoDB. To boost application performance, strong consistency is only applied to selected critical data objects. However, less critical objects can have lower consistency levels. The second contribution of this paper is the mathematical function that analyses data criticality using the number of reads and the number of writes of data items. This function is designed for a shopping application and considers three indices for determining total criticality: popularity index, stock sales index and stock purchase quantity index.

5.18. Adaptive consistency policy for kafka

Kafka [68] is a distributed streaming platform that allows to build real-time data pipelines and streaming applications. The work [38] proposes a replica adaptive synchronization strategy for Kafka based on the message heat and replica update frequency. For every period of time $T_i$, the heat and the update frequency of a partition (unit of data replication) are calculated following particular formulas. If the partition heat is greater than the update frequency, synchronous replication (high consistency level) should be granted for this partition. Otherwise, the partition will receive updates asynchronously.

5.19. FogStore

FogStore [39] is an extension designed on top of existing distributed storage systems to allow their seamless integration into a Fog Computing environment. To provide best consistency management in Fog nodes, Fogstore ensures two additional functionalities: Fog-aware replica placement and context-aware differential consistency. A replica placement strategy should optimize the placement to achieve minimal response time between the copy of a data record, the data sources (devices) and the clients. Context-aware differential consistency matches the consistency level of the client’s query to the client’s context. In fact, clients who query the Fog data store often have an individual context, the position in particular, which can influence their requirements on consistency.
6. A comparison of the different approaches proposed for adaptive consistency in the cloud

Table 1 summarizes the evaluation of adaptive consistency approaches according to the criteria.
<table>
<thead>
<tr>
<th>adaptive consistency approaches</th>
<th>Architecture</th>
<th>Operation level</th>
<th>Granularity</th>
<th>Adaptive policies</th>
<th>Prediction</th>
<th>Conflicts management</th>
<th>Metric in which the threshold is defined</th>
<th>Monetary cost</th>
<th>Security and privacy</th>
<th>Provided consistency</th>
<th>Implementation tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDEA [21]</td>
<td>Middleware</td>
<td>Object</td>
<td>Object</td>
<td>Statistical model(Version vector)</td>
<td>x</td>
<td>Uses version vector to detect conflicts</td>
<td>Implicit on calculated consistency value</td>
<td>x</td>
<td>x</td>
<td>New level</td>
<td>Planet-Lab</td>
</tr>
<tr>
<td>Consistency rationing [22]</td>
<td>Middleware</td>
<td>Object</td>
<td>Category</td>
<td>Probability, Time policy, Fixed threshold, Demarcation, Dynamic policy</td>
<td>x</td>
<td>Uses conflict probability as a metric</td>
<td>Conflict probability, fixed threshold, dynamic policy</td>
<td>√</td>
<td>x</td>
<td>Switch between strong and session consistency</td>
<td>Amazon EC2, S3, TPC-W</td>
</tr>
<tr>
<td>AIBAC [23]</td>
<td>Entire CMS</td>
<td>Query</td>
<td>Global</td>
<td>Statistical model(Read/write frequency)</td>
<td>x</td>
<td>x Time between two writes</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>Moderated level</td>
<td>OptorSim</td>
</tr>
<tr>
<td>RedBlue [24]</td>
<td>CMS + MySQL as Backend</td>
<td>Query</td>
<td>Global</td>
<td>Consistency of multiple consistency levels</td>
<td>x</td>
<td>x x x x x x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>New level</td>
<td>EC2/Grid'5000, Cassandra, Ycsb</td>
</tr>
<tr>
<td>Harmony [25]</td>
<td>Middleware + ACSM</td>
<td>Query</td>
<td>Global</td>
<td>Probability</td>
<td>√</td>
<td>x x x x x x</td>
<td>New level</td>
<td>EC2/Grid'5000, Cassandra, Ycsb</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bismar [26]</td>
<td>Middleware</td>
<td>Query</td>
<td>Global</td>
<td>Probability, Consistency-cost efficiency</td>
<td>√</td>
<td>x x x x x</td>
<td>New level</td>
<td>EC2/Grid'5000, Cassandra, Ycsb</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pileu [27]</td>
<td>Entire CMS</td>
<td>Query</td>
<td>Global</td>
<td>Consistency of multiple consistency levels</td>
<td>x</td>
<td>x x x x x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>Switch between many consistency levels</td>
<td>Pileu, Ycsb</td>
</tr>
<tr>
<td>DepSky [28]</td>
<td>Middleware</td>
<td>Query</td>
<td>Global</td>
<td>Proportional consistency</td>
<td>x</td>
<td>x x x x</td>
<td>x</td>
<td>x</td>
<td>Proportional consistency</td>
<td>DepSky, Amazon S3, Windows Azure, RackSpace, Nirvanix</td>
<td></td>
</tr>
<tr>
<td>FHBC [29]</td>
<td>Entire CMS</td>
<td>Object</td>
<td>File</td>
<td>Statistical model(file heat)</td>
<td>x</td>
<td>x x x x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>Switch between strong and eventual consistency</td>
<td>OptorSim</td>
</tr>
<tr>
<td>Consistency Tuner [30]</td>
<td>Middleware</td>
<td>Query</td>
<td>Global</td>
<td>DBFNN, Logistic regression, Linear regression</td>
<td>√</td>
<td>x x x x</td>
<td>New level</td>
<td>Amazon SimpleDB, TPC-C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPQ [31]</td>
<td>ACM</td>
<td>Query</td>
<td>Global</td>
<td>CPQ + Probability</td>
<td>√</td>
<td>x x x x</td>
<td>Choosing randomly between weak and strong consistency</td>
<td>Amazon EC2, Cassandra, Ycsb</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Artificial delay [31]</td>
<td>ACM</td>
<td>Query</td>
<td>Global</td>
<td>Weak consistency level + Tunable Artificial delay</td>
<td>x</td>
<td>Uses Artificial delay to decrease conflicts rate</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>Moderated level</td>
<td>Amazon EC2, Cassandra, Ycsb</td>
</tr>
<tr>
<td>SACRFPCG [32]</td>
<td>Entire CMS</td>
<td>Query</td>
<td>Global</td>
<td>Statistical model(write rate)</td>
<td>x</td>
<td>Uses version vector to detect conflicts</td>
<td>Write rate</td>
<td>x</td>
<td>x</td>
<td>Switch between weak and strong consistency</td>
<td>CloudSim (v3)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>ICG [33]</th>
<th>Middleware</th>
<th>Query</th>
<th>Global</th>
<th>Consistency of multiple consistency levels</th>
<th>x</th>
<th>x</th>
<th>x</th>
<th>x</th>
<th>x</th>
<th>Switch between strong and eventual consistency</th>
<th>Amazon EC2, Cassandra, ZooKeeper, Ycsb</th>
</tr>
</thead>
<tbody>
<tr>
<td>4S [34]</td>
<td>Entire CMS</td>
<td>Query</td>
<td>global</td>
<td>Staged commit protocol</td>
<td>x</td>
<td>√</td>
<td>x</td>
<td>x</td>
<td>√</td>
<td>New level</td>
<td>Fabric system</td>
</tr>
<tr>
<td>OptCon [35]</td>
<td>Middleware + ACSM</td>
<td>Query</td>
<td>Global</td>
<td>Logistic regression, Bayesian learning, Decision Tree, Random Forest and ANN</td>
<td>√</td>
<td>x</td>
<td>Latency, staleness</td>
<td>x</td>
<td>x</td>
<td>New level</td>
<td>Amazon EC2, Cassandra, Ycsb</td>
</tr>
<tr>
<td>SPECSHIFT [36]</td>
<td>Middleware</td>
<td>Query</td>
<td>Global</td>
<td>Probability</td>
<td>√</td>
<td>Use artificial delay to decrease conflicts rate</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>Moderated level</td>
<td>Amazon EC2, Cassandra, Ycsb</td>
</tr>
<tr>
<td>SCM [37]</td>
<td>Middleware</td>
<td>Object</td>
<td>Critical data</td>
<td>Criticality analyser</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>Switch between strong and eventual consistency</td>
<td>Amazon cloud, MongoDB, TPC-C</td>
</tr>
<tr>
<td>ACPK [37]</td>
<td>Middleware</td>
<td>Object</td>
<td>Partition</td>
<td>Statistical model(topic heat and update frequency)</td>
<td>√</td>
<td>x</td>
<td>Topic heat and update frequency</td>
<td>x</td>
<td>x</td>
<td>Switch between strong and eventual consistency</td>
<td>Kafka cluster</td>
</tr>
<tr>
<td>FogStore [39]</td>
<td>Middleware</td>
<td>Query</td>
<td>Regions</td>
<td>Client context-awareness</td>
<td>√</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>Switch between strong and eventual consistency</td>
<td>MaxiNet, OpenStack</td>
</tr>
</tbody>
</table>

ABARC: An Application-Based Adaptive Replica Consistency
SACRFCG: Self-adaptive conflict resolution with flexible consistency guarantee.
ICG: Incremental Consistency Guarantee.
SCM: Selective Consistency Model.
ACPK: Adaptive consistency policy for kafka.
4S: Safe Verifiable Secure Scheduling.
√: the approach used the criterion.
×: the approach didn’t use the criterion.
CMS: Consistency Management System.
ACSM: Additional Client-Side Module.

Table 1: Summary table of evaluation criteria.
7. Discussion

This paper has given a review on the works that propose adaptive approaches to manage the consistency in the cloud. The main goal of these approaches is to optimize the performance of cloud systems and to provide a suitable consistency level to client applications.

According to the architectural model of the proposed adaptive consistency approaches, we state that most of the approaches provide adaptive consistency as an additional functionality to the existing consistency policy. Since data consistency is already managed by storage systems, this functionality is injected in the middle of a server and client application in the form of middleware. Some approaches add a module to the client application to communicate with the middleware like in Harmony and OptCon. However, author approaches implement necessary adaptive functionalities in the client side module like in DepSky, CPQ and Artificial Delay. On the other hand, few propositions have designed an entire consistency management system such as ABARC, Pileu, FHBC, SACRFCG and 4S. Approaches that add adaptive consistency functionality to the existing storage system are more effective, either as a middleware or on the client side. In fact, rather than facing all challenges of designing an entire consistency management system, these approaches focus only on the adaptive consistency challenge and avail of the existing consistency management. Moreover, the additional module can be tested in the real environment contrarily to the consistency management system which is usually tested by simulation tools.

Most of the studied approaches apply the chosen consistency level to the overall system with the exception of six approaches: Consistency Rationing divides the system into categories, SCM applies strong consistency on critical data, ACPK divides the system into partitions, ForStore divides the system into regions and FHBC and IDEA focus on the object. These works tune the consistency level according to data importance unlike the other works that focus on application needs. Only the FogStore approach considers client and data contexts at the same time. Categorizing data objects according to their criticality allows the system to apply lower consistency levels to lower critical categories, and therefore, enhance performance especially in the case of high volume data with small percentage of critical data. On the other hand, data categorization may adversely affect system performance if it reposes on a statistical model or other complex functions.

To optimize the consistency/performance trade-off, the proposed approaches use intelligent techniques that predict the suitable consistency level like Harmony, Bismar, Consistency Rationing, CPQ, OptCon, SPACHIFT and ACPK. However, other approaches use statistics like Consistency Tuner, ABARC and SACRFCG. Unlike these approaches, FHBC, IDEA, 4S, FogStore and ICG use particular protocols to enhance consistency management. Due to the large volume and variety of data, applying statistical models obligates the system to collect statistics for each operation or data object which will generate huge additional charges in processing and storage. Therefore, approaches that use machine learning techniques overcome the statistics inconvenience by treating only a subset of data (training data) to generate the predictive model.
Thus, intelligent techniques enhance performance but provide less accurate prediction.

When talking about conflicts, two approaches use version vectors to detect conflicts between different replicas of the same object: SACRFCG and IDEA. AD and SPECSHIFT use artificial delays to allow more time for update propagation through the system, which decreases the likelihood of conflicts. Consistency rationing uses the probability of conflicts as a metric that is used to tune the consistency level when it is compared with defined thresholds. Staged protocol proposed in 4S aims to reduce aborting messages and thereby it reduces the conflict rate. Traditional conflict management mechanisms become more and more complex when moving to the cloud and big data environments as they save all historical events for each object. Artificial delay and probability represent an alternative solution of traditional mechanisms as they have an optimistic behavior to predict and as they reduce most conflicts without affecting performance.

The threshold is used by several approaches as a trigger to change the consistency level when it is achieved by the value of the defined metric. Among these approaches we find: consistency rationing, consistency tuner, ABARC, FHBC, SACRFCG, OptCon and ACPK.

Only three works take into consideration the monetary costs of different consistency levels. Consistency rationing optimizes the runtime cost and makes a trade-off between consistency cost and penalty cost of inconsistencies. Bismar proposes a method to calculate the cost of consistency and combines it with the rate of stale reads to choose the best level of consistency. DepSky uses erasure codes to store only a part of the total amount of data in each cloud, and therefore minimizes the monetary cost. We state that the best way of considering monetary cost in an adaptive consistency approach is to combine it with other input parameters. In this case, the monetary cost can have a direct effect on the adopted level of consistency.

Despite its importance in cloud storage, security and privacy was not considered by most of the proposed approaches. Only two works raised security issues with adaptive consistency. DepSky used an erasure code and an encryption with a shared key. 4S proposed the staged commit protocol which can prevent unauthorized access to confidential information.

The proposed approaches adapt the consistency level during runtime by giving a suitable level according to application needs and the system state. Most approaches switch between existing levels and give the nearest one. However, a second type of approaches gives a new calculated level from its defined policy like IDEA, Harmony, Bismar, Consistency Tuner, 4S and OptCon. A third type of approaches moderates the existing level to enhance consistency like ABARC, AD on SPECSHIFT. We state that delivering a new calculated level should be the best solution especially when the existing storage system provides few and divergent consistency levels. Thus, calculating the desired level gives the most appropriate consistency guarantees.

Only three works used simulation in their implementation: ABARC, FHBC and SACRFCG. The remaining works used real implementations which adds more credibility to their results.
8. Challenges and future research directions

It can be deduced, from this review, that there are still a lot of issues to be addressed either in the cloud or in author computing environments. Therefore, some open challenges and research directions are discussed in this section.

8.1. Consistency in emerging computing architectures

The fast evolution of Internet of Things (IoT) applications has brought about more challenges to classical centralized cloud computing such as network failure and high response time. Fog and mobile edge computing target these challenges by bringing the cloud closer to IoT devices which provides low latency and secure services. An adaptive consistency approach in this environment should consider more criteria specifically replica and edge servers placement [69, 70], client context-awareness [39], security and privacy [55]:

- **Replica and Edge servers placement**: Bringing computation power to the edge of network reduces latency but obstructs many services that need to access centrally stored data. Thus, a replica placement strategy is recommended to place data originating from a central server towards the end devices in the cloud network in order to decrease data access response time and enhance the benefits of edge computing. Moreover, the locations of edge servers are critical to the access delays of mobile users and the resource utilization of edge servers, which makes edge servers placement highly crucial. Inefficient edge server placement will result in long access delays and heavily unbalanced workload among edge servers.

- **Client context-awareness**: Contrary to classical cloud computing, different clients accessing the distributed Fog computing data store often have an individual context. This context can influence their requirements on consistency. For instance, a situation aware application [71] should consider conditions and things that happen at a particular time and place.

- **Security and privacy**: A hacker, for example, could deploy malicious applications on an edge node by exploiting vulnerability. If a fog node is hacked, it can get false input and formulate bad results which can affect the performance of the whole application. Therefore, the development of methods to characterize and detect malwares at large scale is recommended. Moreover, since user specific data need to be temporarily stored on multiple edge locations, privacy issues will need to be targeted along with security challenges.

Consistency is also needed in another new paradigm: Software-Defined Networking [72]. SDN is an emerging network architecture that separates the control plane from the data plane in order to provide programming network configuration. To avoid single point of failure and reduce response latency, multiple controllers are needed. Therefore, consistency requires that every controller has an identical global view of the network.
state. The challenging task in distributed SDN controllers is to maintain a consistent and up-to-date global network view for SDN applications while preserving good performance.

8.2. Data clustering to categories

Applying the same level of consistency for the overall system is not always practical when data in the cloud have not the same importance or the same access frequency. However, one difficulty that arises is the categorization of data objects due to large volumes of data and various data types. The related challenge in this situation is to provide an automatic mechanism that allows splitting data into different consistency categories by applying clustering techniques [73]. In this way, according to its enclosing data, every category should be given the most appropriate consistency level.

8.3. Intelligent techniques for adaptation and other input parameters

A statistical policy is very expensive to implement in big data due to the large amount of heterogeneous data. So, using an intelligent technique is better in terms of performance and costs. Traditional machine learning algorithms were restricted to execution on large clusters given the large computational requirements. Thus, recent researches in applying machine learning classification schemes are directed to the cloud [74, 75] to exploit its availability and obtain cheaper data storage. These researches are branded under the name of ‘Deep Learning’. Deep learning frameworks, like Google TensorFlow\(^1\) and Nervana Cloud\(^2\), provide APIs and software libraries to perform complex learning tasks in a reasonable time and to give more accurate results.

Adaptive consistency approaches studied in this paper have considered many parameters in the input set of learning algorithms such as: number of replicas, time gaps, network packet count, average throughput, etc. We propose to consider other parameters to tune the consistency level, as for example, access permissions. A role based access control is an access control policy that classifies clients according to their roles in the system. Hence, clients that have the same role should get the same consistency level. The client context in fog computing environments can be also used to predict the adequate consistency level. Thus, a client who changes his place or access period should not maintain the same consistency guarantees.

8.4. Minimizing monetary cost

Taking monetary costs into consideration is very important in such approaches because it is among the principle goals of using the cloud. Stronger consistency causes higher monetary cost by means of synchronous replications that introduce high latencies due to cross-site communication. On the other hand, lower levels of consistency may reduce the monetary cost by favoring performance to latency, but increase the rate of

\(^1\)https://www.tensorflow.org/.
\(^2\)https://www.nervanasys.com/cloud/.
stale reads which raises costs if the application imposes penalties to incorrect operations. Partial replication [76] can give better performance with low costs for some applications. In fact, placing replicas at only a subset of data centers significantly reduces the number of messages sent with each write operation. Thus, partial replication reduces both storage and communication costs.

9. Conclusion

In this paper, we have presented a comparative study between adaptive consistency approaches. A taxonomy of the adaptive consistency approaches has been introduced by defining several comparison criteria such as architectural model, conflicts, granularity, adaptive policy, operation level, threshold, monetary costs, security and implementation tools. Furthermore, the paper reviews an interesting number of studies on adaptive consistency in cloud computing which allowed us to build a table-based analysis that summarizes our comparative study. A detailed discussion of the behavior of each approach is also given for each criterion. According to the results of the studied approaches, we have deduced for each criterion the suitable choice for each situation. Based on the analysis, we have identified several research challenges that need further investigation. These challenges include consistency in emerging computing architectures, intelligent learning techniques, monetary cost and data clustering.
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