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AN EXTENSION OF THE

CARTAN-NOCHKA SECOND MAIN

THEOREM FOR HYPERSURFACES

Gerd Dethloff, Tran Van Tan and Do Duc Thai

Abstract

In 1983, Nochka proved a conjecture of Cartan on defects of holo-

morphic curves in CP
n relative to a possibly degenerate set of hyper-

planes. In this paper, we generalize the Nochka’s theorem to the case

of curves in a complex projective variety intersecting hypersurfaces in

subgeneral position.

1 Introduction and statements

Let f be a holomorphic mapping of C into CPM , with a reduced represen-
tation f = (f0 : · · · : fM). The characteristic function Tf (r) of f is defined
by

Tf (r) :=
1

2π

∫ 2π

0

log ‖f(reiθ)‖dθ,

where ‖f‖ := max{|f0|, . . . , |fM |}.
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Let L be a positive integer or +∞, and let ν be a divisor on C. Set
ν [L](z) := min{ν(z), L}. The truncated counting function to level L of ν is
defined by

N [L]
ν (r) :=

r
∫

1

∑

|z|<t ν
[L](z)

t
dt (1 < r < +∞).

Let ϕ be a nonzero meromorphic function on C. Denote by νϕ be the

zero divisor of ϕ. Set N
[L]
ϕ (r) := N

[L]
νϕ (r).

Let D be a hypersurface in CPM of degree d ≥ 1. Let Q ∈ C[x0, . . . , xM ]

be a homogeneous polynomial of degree d defining D. Set ν
[L]
D (f) := ν

[L]
Q(f),

and N
[L]
f (r,D) := N

[L]
Q(f)(r). For brevity we will omit the character [L] in the

counting function and in the divisor if L = +∞.

For the holomorphic function ϕ, we have the following Jensen’s formula

Nϕ(r) =

∫ 2π

0

log |ϕ(reiθ)|
dθ

2π
+ O(1).

Let V ⊂ CPM be a smooth complex projective variety of dimension
n ≥ 1. Let D1, . . . , Dk (k ≥ 1) be hypersurfaces in CPM of degree dj. The
hypersurfaces D1, . . . , Dk are said to be in general position in V if for any
distinct indices 1 6 i1 < · · · < is 6 k, (1 6 s 6 n + 1), there exist
hypersurfaces D′

1, . . . , D
′
n+1−s in CPM such that

V ∩ Di1 ∩ · · · ∩ Dis ∩ D′
1 ∩ · · · ∩ D′

n+1−s = ∅

(see Noguchi-Winkelmann [14] and Ru [17] for similar definitions). In partic-
ular for hypersurfaces D1, . . . , Dk in general position in V , we have V 6⊆ Dj

for all j = 1, ..., k. By definition, we also call an empty set of hypersurfaces
in CPM to be in general position in V .

Definition 1.1. Let N ≥ n and q ≥ N + 1. Hypersurfaces D1, . . . , Dq in
CPM with V 6⊆ Dj for all j = 1, ..., q are said to be in N-subgeneral position
in V if the two following conditions are satisfied:

(i) For every 1 6 j0 < · · · < jN 6 q, V ∩ Dj0 ∩ · · · ∩ DjN
= ∅.

(ii) For any subset J ⊂ {1, . . . , q} such that 0 < #J 6 n + 1 and
{Dj, j ∈ J} are in general position in V and V ∩ (∩j∈JDj) 6= ∅, there
exists an irreducible component σJ of V ∩ (∩j∈JDj) with dim σJ = dim

(

V ∩
(∩j∈JDj)

)

such that for any i ∈ {1, . . . , q} \ J , if dim
(

V ∩ (∩j∈JDj)
)

=
dim

(

V ∩ Di ∩ (∩j∈JDj)
)

, then Di contains σJ .
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We first remark that if V = CPM is a complex projective space and
{Dj}

q
j=1 are hyperplanes, then the condition (ii) in the above definition is

automatically satisfied. We also note that in the case where N = n, the
condition (i) implies the condition (ii). Therefore, in this case the above
definition coincides with the concept of general position.

We finally construct an example of hypersurfaces in (n+1)-subgeneral po-
sition in V , which are, however, not in general position in V : Let D1, . . . , Dq

(q ≥ n+1) be hypersurfaces in CPM in general position in V . Let {J1, . . . , JK}
(K =

(

q

n

)

) be the set of all subsets J of {1, . . . , q} such that #J = n. It is
clear that 0 < #

(

V ∩ (∩j∈Ji
Dj)

)

< ∞ for all 1 6 i 6 K. We define hyper-
surfaces Dt1 , . . . , DtK in CPm by induction as follows: Take a hypersurface
Dt1 passing through a point A1 ∈ V ∩ (∩j∈J1Dj), but not containing any
irreducible component σ of V ∩ (∩j∈JDj) with dim σ = dim

(

V ∩ (∩j∈JDj)
)

for all J1 6= J ⊂ {1, . . . , q} with 0 < #J 6 n (note that the number of these
irreducible components σ is finite, and {A1} 6= σ, since D1, . . . , Dq are in
general position in V ). Then, for any ∅ 6= J ⊂ {1, . . . , q, t1}, #J 6 n + 1,
J 6= J1 ∪ {t1}, the hypersurfaces {Dj, j ∈ J} are in general position
in V . Assume that hypersurfaces Dt1 , . . . , Dti−1

(2 6 i 6 K) in CPM

are chosen, we next choose a hypersurface Dti in CPM passing through a
point Ai ∈ V ∩ (∩j∈Ji

Dj), but not containing any irreducible component
σ of V ∩ (∩j∈JDj) with dim σ = dim

(

V ∩ (∩j∈JDj)
)

for any Ji 6= J ⊂
{1, . . . , q, t1, . . . , ti−1} with 0 < #J 6 n (note that {Ai} 6= σ since {Dj, j ∈
J ′} are in general position in V for all J ′ ⊂ {1, . . . , q, t1, . . . , ti−1}, 0 < #J ′ 6

n + 1, J ′ 6= Js ∪ {ts} (s = 1, . . . , i − 1)). By our choices of the Dti ’s, for any
J ⊂ {1, . . . , q, t1, . . . , tK}, #J 6 n + 1, the hypersurfaces {Dj, j ∈ J} are in
general position in V except in the cases J = Ji ∪{ti} (i = 1, . . . , K). There-
fore for any ∅ 6= J ⊂ {1, . . . , q, t1, . . . , tK}, #J 6 n+1 such that {Dj, j ∈ J}
are in general position in V and for any i ∈ {1, . . . , q, t1, . . . , tK} \J, we have
that dim

(

V ∩ Di ∩ (∩j∈JDj)
)

= dim
(

V ∩ (∩j∈JDj)
)

if and only if either
#J = n + 1 and then V ∩ (∩j∈JDj) = ∅ or there exists k ∈ {1, . . . , K} such
that {i} ∪ J = {tk} ∪ Jk. This implies that for N = n + 1, the hypersurfaces
D1, . . . , Dq, Dt1 , . . . , DtK satisfy the conditions (i) and (ii) of Definition 1.1,
and, hence, they are in (n + 1)-subgeneral position. But, they are not in
general position.

In 1933, Cartan [2] proved the Second Main Theorem for linearly non-
degenerate holomorphic mappings of C into CP n intersecting hyperplanes
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in general position. He also proposed a conjecture for the case where the
hyperplanes are only in subgeneral position. This conjecture was solved by
Nochka [13].
As usual, by the notation “‖P” we mean the assertion P holds for all r ∈

[1, +∞) excluding a Borel subset E of (1, +∞) with

∫

E

dr < +∞.

Theorem 1.2 (Nochka). Let f be a linearly nondegenerate holomorphic map-
ping of C into CP n and let H1, . . . , Hq be hyperplanes in CP n in N-subgeneral
position, where N ≥ n and q ≥ 2N − n + 1. Then, for every ǫ > 0,

∥

∥(q − 2N + n − 1 − ǫ)Tf (r) 6

q
∑

j=1

N
[n]
f (r,Hj).

Recently, the Second Main Theorem for the case of hypersurfaces in gen-
eral position was established by Ru ([16], [17]), see also Dethloff and Tan
[5]. For the case where hypersurfaces are not in general position, in [21] Thai
and Thu obtained a Second Main Theorem for algebraically non-degenerate
holomorphic maps f : C → CP k ⊂ CP n, without truncated multiplicities,
and for a special class of hypersurfaces in CP n.

In 2009, Ru [17] proved that

Theorem 1.3. Let V ⊂ CPM be a smooth complex projective variety of
dimension n ≥ 1. Let f be an algebraically nondegenerate holomorphic map-
ping of C into V. Let D1, . . . , Dq be hypersurfaces in CPM of degree dj, in
general position in V. Then for every ǫ > 0,

∥

∥

∥
(q − n − 1 − ǫ)Tf (r) 6

q
∑

j=1

1

dj

N(r,Dj).

Motivated by the case of hyperplanes, in this paper we prove the following
Second Main Theorem for hypersurfaces being in N-subgeneral position.

Theorem 1.4. Let V ⊂ CPM be a smooth complex projective variety of di-
mension n ≥ 1. Let f be an algebraically nondegenerate holomorphic mapping
of C into V. Let D1, . . . , Dq (V 6⊆ Dj) be hypersurfaces in CPM of degree
dj, in N-subgeneral position in V, where N ≥ n and q ≥ 2N − n + 1. Then,
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for every ǫ > 0, there exist positive integers Lj (j = 1, ..., q) depending on
n, deg V, N, dj (j = 1, ..., q), q, ǫ in an explicit way such that

∥

∥

∥
(q − 2N + n − 1 − ǫ)Tf (r) 6

q
∑

j=1

1

dj

N
[Lj ]
f (r,Dj). (1.1)

The explicit bounds which we will get with the proof of Theorem 1.4 are
as follows:

Proposition 1.5. Assume without loss of generality that ǫ 6 1. Let d be the
least common multiple of the dj’s. Put

m0 = m0(n, deg V, N, d, q, ǫ) := [4dn+1q(2n + 1)(2N − n + 1) deg V ·
1

ǫ
] + 1 ,

then

Lj 6
[

dj

(( q + m0 − 1
m0

)

− 1
)

d
+ 1

]

, (1.2)

where we denote [x] := max{k ∈ Z : k 6 x} for a real number x.

The proof of Theorem 1.4 consists of three parts: In the first part (chapter
2), we extend the Nochka weights from the case of hyperplanes to the case of
hypersurfaces. In the second part (chapter 4 until (4.18)) we reduce the case
of hypersurfaces to the case of hyperplanes. The method in this part is based
on the work of Evertse - Ferretti [8], Nochka [13], and Ru [17]. In the last
part, we obtain an effective truncation for the counting functions. For this we
devellop a new method using Hilbert weights, which is, in particular, different
from the method which is used in the case of nondegenerate holomorphic
curves in a complex projective space (see Dethloff-Tan [5]).

We also note that the proof of our Second Main Theorem remains valid
if more generally the hypersurfaces have Nochka weights.

Let us finally give an example for the special case V = CP 2. We con-
sider three quadrics Γ1, Γ2, Γ3 in CP 2 such that they have one common
point A1. Let A2, A3 be distinct points in CP 2 \ ∪3

i=1Γi. Let Bi ∈ Γi \
(Γu ∪ Γv) ({i, u, v} = {1, 2, 3}) such that the lines BiA2, BiA3 are dis-
tinct and do not pass through any intersection point of any pair of curves
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in ∪16s6i−1{BsA2, BsA3} ∪ {Γ1, Γ2, Γ3}. Take three distinct lines L1, L2, L3

which do not pass through any intersection point of any pair of curves in
∪16i63{BiA2, BiA3} ∪ {Γ1, Γ2, Γ3} and L1, L2, L3 have the common point
A4 which does not belong to any Γi, BiA2, BiA3 (i = 1, 2, 3). Set G1 :=
{Γ1, Γ2, Γ3}, Gi := {AiB1, AiB2, AiB3} (i = 2, 3), and G4 := {L1, L2, L3}.
Then the curves in the set G := ∪4

i=1Gi are in 3-subgeneral position in CP 2.

Hence, by Theorem 1.4, for any algebraically nondegenerate holomorphic
curve f in CP 2 and for any ǫ > 0,

∥

∥

∥
(7 − ǫ)Tf (r) 6

∑

D∈G

1

deg D
Nf (r,D).

On the other hand, we can not get the above inequality from the Second
Main Theorem for hypersurfaces in general position (Theorem 1.3). In fact,
for any G ′ ⊂ G such that the curves in G ′ are in general position, it is clear
that #(G ′ ∩ Gi) 6 2 for all 1 6 i 6 4. So, #G ′ 6 8. We write G = ∪s

i=1Gi,

such that Gi ∩ Gj = ∅ (1 6 i < j 6 s) and for any i ∈ {1, . . . , s} the
curves in Gi are in general position. We have #G1 + · · · + #Gs = 12 and
#Gi 6 8, (i = 1, . . . , s). By Theorem 1.3, we get

∥

∥

∥
(#Gi − 3 − ǫ)Tf (r) 6

∑

D∈Gi

1

deg D
Nf (r,D), (i = 1, . . . s).

So by summing up over any partition of G = ∪s
i=1Gi, since such a partition

must have at least two elements, we get at most a term
∥

∥

∥
(6− ǫ)Tf (r) on the

left hand side.

2 Nochka weights for hypersurfaces in sub-

general position

In this section, we shall prove the existence of the Nochka weights for hyper-
surfaces in subgeneral position which was proved by Nochka for the case of
hyperplanes. We mainly follow the ideas of Chen [3], Nochka [13], Ru-Wong
[18], and Vojta [24]. However, we have to pass some difficulties due to the
fact that their methods are based on properties of linear algebra. We finally
would like to remark that the existence of Nochka weights for the case of
infinitely many hyperplanes has been established by N. Toda [22].
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Let V ⊂ CPM be a smooth projective variety of dimension n. Through-
out of this section, we consider q hypersurfaces D1, . . . , Dq ⊂ CPM in N -
subgeneral position in V, where N ≥ n and q ≥ N + 1. Set Q := {1, . . . , q},
codim∅ := n + 1, c(∅) := 0, and c(R) := codim

(

V ∩ (∩j∈RDj)
)

, where the
codimension is taken with respect to V and ∅ 6= R ⊆ Q. It is easy to see
that

Remark 2.1. (i) For any K ⊆ Q, we have c(K) 6 #K, moreover, c(K) =
#K if and only if #K 6 n + 1 and the hypersurfaces Dj (j ∈ K) are in
general position in V .

(ii) For K ⊆ K ′ ⊆ Q, if c(K ′) = #K ′ then c(K) = #K.

Lemma 2.2. Let K ⊆ R ⊆ Q such that #K = c(K). Then there exists a
set K ′ such that K ⊆ K ′ ⊆ R and c(K ′) = #K ′ = c(R).

Proof. We have #K = c(K) 6 c(R). If c(K) = c(R), then the lemma is
trivial by taking K ′ = K. If c(K) < c(R), by induction, it suffices to show
that there exists i ∈ R \ K such that c(K ∪ {i}) = #K + 1 (= c(K) + 1).

Suppose that c(K ∪{i}) 6= #K + 1 = c(K) + 1 for every i ∈ R \K. Then
c(K ∪ {i}) = c(K) for all i ∈ R. If K = ∅ this is a contradiction, either,
in the case R 6= ∅, to the hypothesis of N -subgeneral position (including
V 6⊂ Di), or, if R = ∅, to the hypothesis c(K) < c(R). If K 6= ∅ this means
that dim

(

V ∩Di ∩ (∩j∈KDj)
)

= dim
(

V ∩ (∩j∈KDj)
)

for all i ∈ R. Therefore,
since {Dj, j ∈ Q} are in N -subgeneral position, there exists an irreducible
component σK of V ∩ (∩j∈KDj) with dim σK = dim

(

V ∩ (∩j∈KDj)
)

such
that Di contains σK for all i ∈ R \ K. Hence, we get dim

(

V ∩ (∩j∈RDj)
)

=
dim

(

V ∩ (∩j∈KDj)
)

. This means that c(R) = c(K). This is a contradiction.
This completes the proof of Lemma 2.2.

Lemma 2.3. (i) For any subsets R1, R2 ⊆ Q, we have

c(R1 ∪ R2) + c(R1 ∩ R2) 6 c(R1) + c(R2).

(ii) For any S1 ⊆ S2 ⊆ Q, we have #S1 − c(S1) 6 #S2 − c(S2). Further-
more, if #S2 6 N + 1 then #S2 − c(S2) 6 N − n.

Proof. Proof of (i): By Lemma 2.2, there exist subsets K, K1, K3 with K ⊆
R1 ∩ R2, K ⊆ K1 ⊆ R1, K1 ⊆ K3 ⊆ R1 ∪ R2, such that

#K = c(K) = c(R1 ∩ R2), #K1 = c(K1) = c(R1), and

#K3 = c(K3) = c(R1 ∪ R2).
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Set K2 := K3\K1. Then K2 ⊆ R2. Indeed, otherwise there exists i ∈ K2\R2.

Then i ∈ R1 \ K1. Therefore, K3 ⊇ K1 ∪ {i} ⊆ R1. This implies that
c(R1) ≥ c(K1 ∪ {i}) = #(K1 ∪ {i}) = c(K1) + 1 = c(R1) + 1 by Remark 2.1.
This is a contradiction. Hence, K2 ⊆ R2. Therefore, K2 ∪ K ⊆ R2. On the
other hand K2∪K ⊆ K3, and K2∩K ⊆ K2∩K1 = (K3\K1)∩K1 = ∅. From
these facts and by Remark 2.1 (ii) we get c(R2) ≥ c(K2∪K) = #(K2∪K) =
#K2 +#K = (#K3−#K1)+#K = c(R1∪R2)−c(R1)+c(R1∩R2). Hence,
the assertion (i) holds.

Proof of (ii): By Lemma 2.2, there exist S ′
v (v = 1, 2) such that S ′

v ⊆
Sv, S ′

1 ⊆ S ′
2 and #S ′

v = c(S ′
v) = c(Sv). We have (S ′

2 \ S ′
1) ∩ S1 = ∅. Indeed,

otherwise there exists i 6∈ S ′
1 such that S ′

2 ⊇ S ′
1 ∪ {i} ⊆ S1. Therefore, by

Remark 2.1 (ii) we get c(S1) + 1 = #S ′
1 + 1 = c(S ′

1 ∪ {i}) 6 c(S1). This is a
contradiction. Hence, (S ′

2 \ S ′
1) ∩ S1 = ∅. Thus we have S ′

2 \ S ′
1 ⊆ S2 \ S1.

Therefore, c(S2)−c(S1) = #S ′
2−#S ′

1 = #(S ′
2\S

′
1) 6 #(S2\S1) = #S2−#S1.

If #S2 6 N + 1, then we choose S3 such that S2 ⊆ S3 ⊆ Q and #S3 =
N +1. Since Dj (j ∈ Q) are in N -subgeneral position, we have c(S3) = n+1.
Therefore, #S2 − c(S2) 6 #S3 − c(S3) = N − n.

For R1 ( R2 ⊆ Q, we set ρ(R1, R2) = c(R2)−c(R1)
#R2−#R1

. Then by Lemma 2.3,

we have 0 6 ρ(R1, R2) 6 1.

Lemma 2.4. Let D1, . . . , Dq be hypersurfaces in N-subgeneral position in V,

where N ≥ n and q ≥ 2N − n + 1. Then, there exists a sequence of subsets
∅ := R0 ( R1 ( · · · ( Rs ⊆ Q := {1, . . . , q} (s ≥ 0) satisfying the following
conditions:

(i) c(Rs) < n + 1,

(ii) 0 < ρ(R0, R1) < ρ(R1, R2) < · · · < ρ(Rs−1, Rs) <
n+1−c(Rs)

2N−n+1−#Rs
,

(iii) for any R with Ri−1 ( R ⊆ Q (1 6 i 6 s), and c(Ri−1) < c(R) <

n + 1, we have that ρ(Ri−1, Ri) 6 ρ(Ri−1, R) and, moreover, if ρ(Ri−1, Ri) =
ρ(Ri−1, R) then #R 6 #Ri.

(iv) for any R with Rs ( R ⊆ Q, if c(Rs) < c(R) < n+1, then ρ(Rs, R) ≥
n+1−c(Rs)

2N−n+1−#Rs
.

Proof. We start the proof by setting R0 = ∅. It suffices to show that, under
the assumption that there is a sequence ∅ := R0 ( R1 ( · · · ( Rs ⊆ Q

satisfying conditions (i), (ii) and (iii), it satisfies also the condition (iv) or,
otherwise, there exists a subset Rs+1 such that the sequence ∅ := R0 ( R1 (

· · · ( Rs+1 ⊆ Q := {1, . . . , q} satisfies conditions (i), (ii) and (iii). In fact,
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if the latter case occurs, we can reach the desired conclusion after finitely
many repetitions of these constructions.

We now consider a sequence ∅ := R0 ( R1 ( · · · ( Rs ⊆ Q satis-
fying condition (i), (ii) and (iii). Assume that this sequence does not sat-
isfy the condition (iv). Set R := {R : Rs ( R ⊆ Q, c(Rs) < c(R) <

n + 1, and ρ(Rs, R) <
n+1−c(Rs)

2N−n+1−#Rs
}. Then, we have R 6= ∅. Set ρ :=

min{ρ(Rs, R) : R ∈ R}. We choose a set Rs+1 in R such that ρ(Rs, Rs+1) = ρ

and #Rs+1 is as big as possible.
We now prove that the sequence R0 ( R1 ( · · · ( Rs+1 satisfies condi-

tions (i), (ii) and (iii).
∗ It is clear that c(Rs+1) < n + 1, since Rs+1 ∈ R.

∗ If s ≥ 1, we have Rs−1 ( Rs+1 ⊆ Q, c(Rs−1) 6 c(Rs) < c(Rs+1) < n+1,
and #Rs+1 > #Rs. Therefore, since the sequence R0 ( · · · ( Rs satisfies the
condition (iii), we have

ρ(Rs−1, Rs) < ρ(Rs−1, Rs+1). (2.1)

On the other hand, for any 0 6 a 6 c, 0 < b < d such that a
b

< c
d
, we have

a

b
<

c − a

d − b
. (2.2)

Therefore, by (2.1) we have ρ(Rs−1, Rs) < ρ(Rs, Rs+1). And if s = 0, then

we have ρ(R0, R1) = ρ(∅, R1) = c(R1)
#R1

> 0.

Since Rs+1 ∈ R, we get ρ(Rs, Rs+1) = c(Rs+1)−c(Rs)
#Rs+1−#Rs

<
n+1−c(Rs)

2N−n+1−#Rs
. Hence, in

both cases, by using the property (2.2), we get ρ(Rs, Rs+1) <
n+1−c(Rs+1)

2N−n+1−#Rs+1

(observing that, by the hypothesis of N -subgeneral position in V , we get
from c(Rs+1) < n + 1 that #Rs+1 6 N < 2N − n + 1).

∗ Let R (if there exists any) such that Rs ( R ⊆ Q and c(Rs) <

c(R) < n + 1. If ρ(Rs, R) ≥ n+1−c(Rs)
2N−n+1−#Rs

, then ρ(Rs, Rs+1) = ρ < ρ(Rs, R).

If ρ(Rs, R) <
n+1−c(Rs)

2N−n+1−#Rs
, then R ∈ R. Therefore, by our choice of Rs+1 we

have that ρ(Rs, Rs+1) 6 ρ(Rs, R), furthermore, if ρ = ρ(Rs, Rs+1) = ρ(Rs, R)
then #R 6 #Rs+1.

From theses facts, we get that the sequence R0 ( R1 ( · · · ( Rs+1

satisfies conditions (i), (ii) and (iii). This completes the proof of Lemma
2.4.
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Proposition 2.5. Let D1, . . . , Dq be hypersurfaces in N-subgeneral position
in V , where N ≥ n and q ≥ 2N − n + 1. Then, there exist constants
ω(1), . . . , ω(q) and Θ satisfying the following conditions:

(i) 0 < ω(j) 6 Θ 6 1 (1 6 j 6 q),
(ii)

∑q

j=1 ω(j) = Θ(q − 2N + n − 1) + n + 1,

(iii) n+1
2N−n+1

6 Θ 6 n+1
N+1

,

(iv) if R ⊆ Q and 0 < #R 6 N + 1, then
∑

j∈R ω(j) 6 c(R).

Proof. If N = n, then ω(1) = · · · = ω(q) = 1 and Θ = 1 satisfy the
conditions (i) to (iv). Assume that N > n. Let {Ri}

s
i=0 be a sequence of

subsets of Q := {1, . . . , q} satisfying the conditions (i) to (iv) of Lemma 2.4.
By Lemma 2.4 (i) and by the “N-subgeneral position” condition, we have

#Rs 6 N. (2.3)

Take a subset Rs+1 of Q such that #Rs+1 = 2N −n+1 ≥ N +1 and, hence,
Rs ( Rs+1. Then we have c(Rs+1) = n + 1.

Set

Θ := ρ(Rs, Rs+1) =
n + 1 − c(Rs)

2N − n + 1 − #Rs

, and

ω(j) :=

{

ρ(Ri, Ri+1) if j ∈ Ri+1 \ Ri for some i with 0 6 i 6 s,

Θ if j 6∈ Rs+1.

By Lemma 2.4 (ii), {ω(j)}q
j=1 and Θ satisfy the condition (i) of Proposition

2.5.
We have

q
∑

j=1

ω(j) =
∑

j∈Q\Rs+1

ω(j) +
s

∑

i=0

∑

j∈Ri+1\Ri

ω(j)

= Θ(q − 2N + n − 1) +
s

∑

i=0

(

c(Ri+1) − c(Ri)
)

= Θ(q − 2N + n − 1) + c(Rs+1)

= Θ(q − 2N + n − 1) + n + 1.

Thus, {ω(j)}q
j=1 and Θ satisfy the condition (ii) of Proposition 2.5.

We next check the condition (iii). By (i) and (ii), we have

n + 1 =

q
∑

j=1

ω(j) − Θ(q − 2N + n − 1) 6 Θ(2N − n + 1).

10



By Lemma 2.3 (ii) we have

Θ =
n + 1 − c(Rs)

N + 1 + (N − n − #Rs)
6

n + 1 − c(Rs)

N + 1 − c(Rs)
6

n + 1

N + 1
.

Finally we check the condition (iv). Take an arbitrary subset R of Q with
0 < #R 6 N + 1.

Case 1: c(R ∪ Rs) 6 n.

Set

R′
i :=

{

R ∩ Ri if 0 6 i 6 s,

R if i = s + 1.

We now prove that: for any i ∈ {1, . . . , s + 1}, if #R′
i > #R′

i−1 then

c(R′
i ∪ Ri−1) > c(Ri−1) (2.4)

and

ρ(Ri−1, Ri) 6 ρ(R′
i−1, R

′
i). (2.5)

∗ If i = 1 then c(R′
1 ∪ R0) = c(R′

1) > 0 = c(R0) (note that R′
1 6= ∅, since

#R′
1 > #R′

0 = 0).
∗ If i ≥ 2, then since #R′

i > #R′
i−1, we have #(R′

i ∪ Ri−1) > #Ri−1. On
the other hand c(Ri−2) < c(Ri−1) 6 c(R′

i ∪Ri−1) 6 c(R∪Rs) 6 n (note that
ρ(Ri−2, Ri−1) > 0). Therefore, by Lemma 2.4, (iii) we have ρ(Ri−2, Ri−1) <

ρ(Ri−2, R
′
i ∪ Ri−1). This means that

c(Ri−1) − c(Ri−2)

#Ri−1 − #Ri−2

<
c(R′

i ∪ Ri−1) − c(Ri−2)

#(R′
i ∪ Ri−1) − #Ri−2

.

Therefore, since #Ri−1 < #(R′
i ∪Ri−1), we have c(Ri−1) < c(R′

i ∪Ri−1). We
get (2.4).

We next prove (2.5). By (2.4), we have c(Ri−1) < c(R′
i ∪ Ri−1) 6 c(R ∪

Rs) 6 n. Hence, by Lemma 2.4, (iii) for the case 1 6 i 6 s and (iv) for the
case i = s + 1, we have

ρ(Ri−1, Ri) 6 ρ(Ri−1, R
′
i ∪ Ri−1) for all i ∈ {1, . . . , s + 1},

(note that ρ(Rs, Rs+1) = n+1−c(Rs)
2N−n+1−#Rs

).
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Therefore, by Lemma 2.3, (i) we have

ρ(Ri−1, Ri) 6 ρ(Ri−1, R
′
i ∪ Ri−1)

=
c(R′

i ∪ Ri−1) − c(Ri−1)

#(R′
i ∪ Ri−1) − #Ri−1

6
c(R′

i) − c(R′
i ∩ Ri−1)

#(R′
i ∪ Ri−1) − #Ri−1

=
c(R′

i) − c(R′
i−1)

#R′
i − #(R′

i ∩ Ri−1)
=

c(R′
i) − c(R′

i−1)

#R′
i − #R′

i−1

= ρ(R′
i−1, R

′
i),

(note that R′
i−1 = R′

i ∩ Ri−1). We get (2.5).
By (2.5), we get that

ω(j) 6 ρ(R′
i−1, R

′
i) for all j ∈ R′

i \ R′
i−1 (1 6 i 6 s + 1). (2.6)

In fact, for j ∈ R′
s+1 \ R′

s we have ω(j) 6 Θ = ρ(Rs, Rs+1) 6 ρ(R′
s, R

′
s+1),

and for j ∈ R′
i \ R′

i−1 ⊆ Ri \ Ri−1 (1 6 i 6 s) we have ω(j) = ρ(Ri−1, Ri) 6

ρ(R′
i−1, R

′
i).

By (2.6), we have

∑

j∈R

ω(j) =
s+1
∑

i=1

∑

j∈R′

i\R
′

i−1

ω(j)

6

s+1
∑

i=1

(#R′
i − #R′

i−1) · ρ(R′
i−1, R

′
i)

= c(R′
s+1) − c(R′

0) = c(R).

Therefore, the assertion (iv) holds in this case.
Case 2: c(R ∪ Rs) = n + 1. By Lemma 2.3, and since #R 6 N + 1, we

have

#R 6 c(R) + N − n, and

n + 1 − c(Rs) = c(R ∪ Rs) − c(Rs) 6 c(R) − c(R ∩ Rs) 6 c(R).

Therefore, by the assertion (i), by the definition of Θ and by Lemma 2.3 (ii),
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applied to Rs and by using (2.3), we have
∑

j∈R

ω(j) 6 Θ#R 6 Θ(c(R) + N − n)

= Θc(R)
(

1 +
N − n

c(R)

)

6 Θc(R)
(

1 +
N − n

n + 1 − c(Rs)

)

= c(R)
N + 1 − c(Rs)

2N − n + 1 − #Rs

6 c(R).

This completes the proof of Proposition 2.5.

Definition 2.6. We call constants ω(j) (1 6 j 6 q) respectively Θ with the
properties (i) to (iv) in Proposition 2.5 Nochka weights respectively Nochka
constant for hypersurfaces D1, . . . , Dq in N-subgeneral position in V , where
N ≥ n and q ≥ 2N − n + 1.

Theorem 2.7. Let D1, . . . , Dq be hypersurfaces in N-subgeneral position in
V and ω(1), . . . , ω(q) be Nochka weights for them, where N ≥ n and q ≥ 2N−
n+1. Consider an arbitrary subset R of Q := {1, . . . , q} with 0 < #R 6 N+1
and c∗ := c(R), and arbitrary nonnegative real constants E1, . . . , Eq. Then,
there exist j1, . . . , jc∗ ∈ R such that the hypersurfaces Dj1 , . . . , Djc∗

are in
general position and

∑

j∈R

ω(j)Ej 6

c∗
∑

i=1

Eji
.

Proof. Without loss of the generality, we may assume that E1 ≥ E2 ≥ · · · ≥
Eq. We shall choose indices j′is in R by induction on i. We first choose

j1 := min{t ∈ R}

and set K1 := {k ∈ R : c({j1, k}) = c({j1}) = 1}. Next, choose

j2 := min{t ∈ R \ K1}

and set K2 := {k ∈ R : c({j1, j2, k}) = c({j1, j2}) = 2}. Similarly, choose

j3 := min{t ∈ R \ K2}
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and set K3 := {k ∈ R : c({j1, j2, j3, k}) = c({j1, j2, j3}) = 3}. By Lemma
2.2, we can repeat this process until jc∗ and Kc∗ . Then, we have K1 ( K2 (

· · · ( Kc∗ = R. We have dim(Dj1 ∩ · · · ∩ Dji
∩ Dk) = dim(Dj1 ∩ · · · ∩ Dji

),
for all k ∈ Ki. Therefore, by the “N -subgeneral position” condition, for any
i ∈ {1, . . . , c∗}, there exists an irreducible components σi of Dj1 ∩ · · · ∩ Dji

with dimσi = dim(Dj1 ∩ · · · ∩ Dji
) such that we have that Dk contains σi

for all k ∈ Ki. Thus, dim ∩j∈Ki
Dj = dim(Dj1 ∩ · · · ∩ Dji

) = n − i. Then
c(Ki) = i for all i ∈ {1, . . . , c∗}.

Set K0 := ∅ and ai :=
∑

j∈Ki\Ki−1
ω(j), i = 1, . . . , c∗. Therefore, by

Proposition 2.5, we get

i
∑

k=1

ai =
∑

j∈Ki

ω(j) 6 c(Ki) = i for all i ∈ {1, . . . , c∗}.

On the other hand, for any 1 6 i 6 c∗ we have Ej 6 Eji
for all j ∈ Ki\Ki−1(⊆

R \ Ki−1). Thus, we have

∑

j∈R

ω(j)Ej =
c∗

∑

i=1

∑

j∈Ki\Ki−1

ω(j)Ej

6

c∗
∑

i=1

∑

j∈Ki\Ki−1

ω(j)Eji
=

c∗
∑

i=1

aiEji

=
c∗−1
∑

i=1

(a1 + · · · + ai)(Eji
− Eji+1

) + (a1 + · · · + ajc∗
)Ejc∗

6

c∗−1
∑

i=1

i(Eji
− Eji+1

) + c∗Ejc∗

=
c∗

∑

i=1

Eji
.

This completes the proof of Theorem 2.7.

3 Some lemmas

Let X ⊂ CPM be a projective variety of dimension n and degree △. Let IX

be the prime ideal in C[x0, . . . , xM ] defining X. Denote by C[x0, . . . , xM ]m
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the vector space of homogeneous polynomials in C[x0, . . . , xM ] of degree m

(including 0). Put IX(m) := C[x0, . . . , xM ]m ∩ IX .

The Hilbert function HX of X is defined by

HX(m) := dim C[x0, . . . , xM ]m�IX(m). (3.1)

In particular we have HX(m) 6
( M + m

M

)

. By the usual theory of Hilbert

polynomials, we have

HX(m) := △ ·
mn

n!
+ O(mn−1). (3.2)

We also need the following result, which should be well known, but since we
do not know a good reference, we add a short proof:

Lemma 3.1. For n ≥ 1, we have HX(m) ≥ m + 1 for all m ≥ 1.

Proof. Using the notations introduced above, we first observe that there
exists some xi which is not identically zero on X, without loss of generality
we may assume that it is x0. It suffices to prove the following

CLAIM: For all m ≥ 1 there exists i ∈ {1, ...,M} such that for all cij ∈ C

which are not all zero we have

m
∑

j=0

cijx
m−j
0 x

j
i 6≡ 0 on X.

In fact, if the claim is true, it means that no (nontrivial) complex linear
combination of the m+1 monomials x

m−j
0 x

j
i , j = 0, ...,m vanishes identically

on X, and, hence, can be contained in IX(m). So HX(m) ≥ m + 1.
Assume that the claim does not hold. Then there exists m ≥ 1 such that

for all i ∈ {1, ...,M} there exist cij ∈ C which are not all zero so that we
have

m
∑

j=0

cijx
m−j
0 x

j
i ≡ 0 on X.

Dividing by xm
0 we get that

m
∑

j=0

cij(
xi

x0

)j ≡ 0 on X.
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This means that the rational functions xi

x0
, i = 1, ...,M on X are all algebraic

over C. Since the subset of rational functions on X which are algebraic
over C forms a subfield of the function field C(X) of X and since (by what
we saw above) this subfield contains the rational functions xi

x0
, i = 1, ...,M

on X, which generate C(X) as a field, this means that C(X) over C is an
algebraic field extension. So the transcendence degree of C(X) over C is zero.
But by a well know theorem (Hartshorne [11] p.17), observing that we have
C(X) = C(X0) and dim X = dim X0 if X0 = X ∩{x0 6= 0} is one affine chart
of X, we get

0 = transcendence degree(C(X)) = dim X.

With other words, if n = dim X ≥ 1, we get a contradiction, proving the
claim.

For each tuple c = (c0, . . . , cM) ∈ RM+1
≥0 , and m ∈ N, we define the m-th

Hilbert weight SX(m, c) of X with respect to c by

SX(m, c) := max

HX(m)
∑

i=1

Ii · c,

where Ii = (Ii0, . . . , IiM) ∈ NM+1
0 and the maximum is taken over all sets

{xIi = xIi0
0 · · ·xIiM

M } whose residue classes modulo IX(m) form a basis of the
vector space C[x0, . . . , xM ]m�IX(m).

Lemma 3.2. Let X ⊂ CPM be an algebraic variety of dimension n and
degree △. Let m > △ be an integer and let c = (c0, . . . , cM) ∈ RM+1

≥0 . Let
{i0, . . . , in} be a subset of {0, . . . ,M} such that {x = (x0 : · · · : xM) ∈ CPM :
xi0 = · · · = xin = 0} ∩ X = ∅. Then

1

mHX(m)
SX(m, c) ≥

1

(n + 1)
(ci0 + · · · + cin) −

(2n + 1)△

m
· max

06i6M
ci.

Proof. We refer to [7], Theorem 4.1, and [8], Lemma 5.1 (or [17], Theorem
2.1 and Lemma 3.2).

Lemma 3.3 (Theorem 2.3 of [15]). Let f be a linearly nondegenerate holo-
morphic mapping of C into CP n and let {Hj}

q
j=1 be arbitrary hyperplanes in

CP n. Then for every ǫ,

∥

∥

∥

∫ 2π

0

max
K∈K

∑

j∈K

log
‖f(reiθ)‖ · ‖Hj‖

|Hj(f(reiθ))|

dθ

2π
+ NW (f)(r) 6 (n + 1 + ǫ)Tf (r).
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where K is the set of all subsets K ⊂ {1, . . . , q} such that #K = n + 1 and
the hyperplanes Hj, j ∈ K are in general position, W (f) is the Wronskian
of f, and ‖Hj‖ is the maximum of absolute values of the coefficients of Hj.

Lemma 3.4 (Propositions 4.5 and 4.10 of [9]). Let f be a linearly nonde-
generate holomorphic mapping of C into CPM with reduced representation
f = (f0 : · · · : fM). Let W (f) = W (f0, . . . , fM) be the Wronskian of f. Then

ν f0···fM
W (f)

6

M
∑

i=0

min{νfi
, M}.

4 Proof of Theorem 1.4

We first prove Theorem 1.4 for the case where all the Qj (j = 1, ..., q) have
the same degree d.

Since D1, . . . , Dq are in N -subgeneral position in V, we have ∩q
j=1Dj∩V =

∅. We define a map Φ : V −→ CP q−1 by Φ(x) = (Q1(x) : · · · : Qq(x)).
Then Φ is a finite morphism (see [19], Theorem 8, page 65). We have that
Y := imΦ is a complex projective subvariety of CP q−1 and dim Y = n and

△ := deg Y 6 dn · deg V. (4.1)

This follows, in the same way as [19], Theorem 8, page 65, from the fact
that Φ : V −→ CP q−1 is the composition of the restriction of the d-uple

embedding ρd|V : V −→ CPL−1 to V (with L =
( M + d

M

)

) with the linear

projection p : CPL−1 −→ CP q−1, defined by the linear forms Q1, ..., Qq in
the monomials of degree d, since we have:

deg Y = deg Φ(V ) 6 deg ρd|V (V ) 6 dn · deg V.

It is clear that for any 1 6 i0 < · · · < in 6 q such that ∩n
i=0Dji

∩ V = ∅, we
have

{y = (y1 : · · · : yq) ∈ CP q−1 : yi0 = · · · = yin = 0} ∩ Y = ∅. (4.2)

For a positive integer m, denote by {I1, . . . , Iqm
} the set of all Ii :=

(Ii1, . . . , Iiq) ∈ N
q
0 with Ii1 + · · · + Iiq = m. We have qm :=

(

q+m−1
m

)

.
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Let F be a holomorphic mapping of C into CP qm−1 with the reduced
representation F =

(

QI11
1 (f) · · ·Q

I1q
q (f) : · · · : Q

Iqm1

1 (f) · · ·Q
Iqmq
q (f)

)

, (note
that Qm

1 (f), . . . , Qm
q (f) have no common zero point).

Define an isomorphism between vector spaces, Ψ : C[z1, . . . , zqm
]1 −→

C[y1, . . . , yq]m by Ψ(zi) := yIi (i = 1, . . . , qm). Consider the vector space
H := {H ∈ C[z1, . . . , zqm

]1 : H(F ) ≡ 0 }. Then F is a linearly nondegenerate
mapping of C into the complex projective space P := ∩H∈H{H = 0} ⊂
CP qm−1, and we will from now on, by abuse of notation, consider F to be
this linearly nondegenerate map F : C → P .

For any linear form H ∈ C[z1, . . . , zqm
]1, since f is algebraically nonde-

generate, we have that H ∈ H if only if

H(QI11
1 (x) · · ·QI1q

q (x), · · · , Q
Iqm1

1 (x) · · ·QIqmq

q (x)) ≡ 0 on V.

This is possible if and only if Ψ(H)(y) := H(yI1 , · · · , yIqm ) ≡ 0 on Y. There-
fore, we get that Ψ(H) = (IY )m. On the other hand Ψ is an isomorphism.
Hence, we have

dim P = dim
⋂

H∈H

{H = 0} = qm − 1 − dimH

= qm − 1 − dim(IY )m = HY (m) − 1. (4.3)

We define hyperplanes Hj (j = 1, . . . , qm) in the complex projective space P

by Hj := {(z1 : · · · : zqm
) ∈ CP qm−1 : zj = 0} ∩ P, (these intersections are

not empty by Bézout’s theorem, and they are proper algebraic subsets of P

since V 6⊂ Dk, 1 6 k 6 q).
Denote by L the set of all subsets J of {1, . . . , qm} such that #J = HY (m)

and the hyperplanes Hj, j ∈ J, are in general position in P. Since Ψ is
an isomorphism and Ψ(H) = IY (m), L is also the set of all subsets J of
{1, . . . , qm} such that {yIj , j ∈ J} is a basis of C[y1, . . . , yq]m�IY (m).

For each j ∈ {1, . . . , q} and k ∈ {1, . . . , qm}, we put

EDj
(f) = log

‖f‖d · ‖Qj‖

|Qj(f)|
≥ 0 and EHk

(F ) = log
‖F‖ · ‖Hk‖

|Hk(F )|
≥ 0,

where ‖Qj‖ (respectively ‖Hk‖) is the maximum of absolute values of the
coefficients of Qj (respectively Hk). They are continuous functions with
values in R≥0 ∪ {+∞} which take the value +∞ only on discrete subsets of
C.
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Denote by K the set of all subsets K of {1, . . . , q} such that #K = n + 1
and ∩j∈KDj ∩ V = ∅. Let N be the set of all subsets J ⊂ {1, . . . , q} with
#J = N + 1. Let {ω(j)}q

j=1 and Θ be Nochka weights and Nochka constant
for the hypersurfaces Dj in N -subgeneral position in V. By Theorem 2.7, for
any z ∈ C and any J ∈ N , there exists a subset K(J, z) ∈ K, such that

∑

j∈J

ω(j)EDj
(f(z)) 6

∑

j∈K(J,z)

EDj
(f(z)). (4.4)

For any J ∈ N , since the hypersurfaces Dj (j = 1, . . . , q) are in N -

subgeneral position in V, the function λJ(x) :=
maxj∈J |Q(x)|

‖x‖d is continuous on

V and λJ(x) > 0 for all x ∈ V. On the other hand, V is compact, so there
exist positive constants cJ , c′J such that c′J ≥ λJ(f(z)) ≥ cJ for all z ∈ C.

This implies that

d · log ‖f‖ = max
j∈J

log |Q(f)| + O(1), for all J ∈ N . (4.5)

Therefore, there exists a positive constant c such that

min
{j1,...,jq−N−1}

q−N−1
∑

i=1

EDji
(f) 6 c.

Then, we have

q
∑

j=1

ω(j)EDj
(f) 6 max

J∈N

∑

j∈J

ω(j)EDj
(f) + O(1). (4.6)

By (4.4) and (4.6), for every z ∈ C, we have

q
∑

j=1

ω(j)EDj
(f(z)) 6 max

J∈N

∑

j∈K(J,z)

EDj
(f(z)) + O(1)

6 max
K∈K

∑

j∈K

EDj
(f(z)) + O(1).

This implies that

q
∑

j=1

ω(j)d log ‖f‖ −

q
∑

j=1

ω(j) log |Qj(f)| 6

q
∑

j=1

ω(j)EDj
(f) + O(1)

6 max
K∈K

∑

j∈K

EDj
(f) + O(1). (4.7)
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Applying integration on the both sides of (4.7), using Proposition 2.5 and
Jensen’s formula, we get

d
(

Θ(q − 2N + n − 1) + n + 1
)

Tf (r) −

q
∑

j=1

ω(j)Nf (r,Dj)

6

∫ 2π

0

max
K∈K

∑

j∈K

EDj
(f(reiθ))

dθ

2π
+ O(1). (4.8)

Since ImF ⊂ P and {QIi1
1 (f) · · ·Q

Iiq
q (f), 1 6 i 6 qm} have no common

zero point, for every J ∈ L, the holomorphic functions {QIi1
1 (f) · · ·Q

Iiq
q (f), i ∈

J} also have no common zero point.
Then, for every J ∈ L, we have

‖F‖ = max
i∈J

|Hi(F )| + O(1) = max
i∈J

|QIi1
1 (f) · · ·QIiq

q (f)| + O(1)

6 ‖f‖dm + O(1).

This implies that

TF (r) 6 dm · Tf (r) + O(1). (4.9)

For every J ∈ L and i ∈ J, we have

EHi
(F ) = log

‖F‖ · ‖Hi‖

| Hi(F ) |
= log

‖F‖

|QIi1
1 (f) · · ·QIiq

q (f)|
+ O(1)

= log
‖f‖dm

|QIi1
1 (f) · · ·QIiq

q (f)|
− dm log ‖f‖ + log ‖F‖ + O(1)

=
∑

16j6q

IijEDj
(f) − dm log ‖f‖ + log ‖F‖ + O(1). (4.10)

Let cz := (ED1(f(z)), · · · , EDq
(f(z))) for every z ∈ C \ D, where D

denotes the discrete subset where one of these functions takes the value +∞.
By the definition of the Hilbert weight, there exists a subset Jz ∈ L such
that

SY (m, cz) =
∑

i∈Jz

Ii · cz. (4.11)
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By (4.2) and by Lemma 3.2, for every m > △ and K ∈ K, we have

SY (m, cz)

mHY (m)
≥

1

n + 1

∑

j∈K

EDj
(f(z)) −

(2n + 1)△

m
max
16j6q

EDj
(f(z)). (4.12)

Then, by (4.10), (4.11) and (4.12), for every K ∈ K, z ∈ C \ D, we have

1

(n + 1)

∑

j∈K

EDj
(f(z)) 6

SY (m, cz)

mHY (m)
+

(2n + 1)△

m
max
16j6q

EDj
(f(z))

=

∑

i∈Jz
Ii · cz

mHY (m)
+

(2n + 1)△

m
max
16j6q

EDj
(f(z))

=
1

mHY (m)

∑

i∈Jz

16j6q

IijEDj
(z) +

(2n + 1)△

m
max
16j6q

EDj
(f(z))

=
1

mHY (m)

∑

i∈Jz

EHi
(F (z)) + d log ‖f(z)‖ −

1

m
log ‖F (z)‖

+
(2n + 1)△

m
max
16j6q

EDj
(f(z)) + O(1)

6
1

mHY (m)
max
L∈L

∑

i∈L

EHi
(F (z)) + d log ‖f(z)‖ −

1

m
log ‖F (z)‖

+
(2n + 1)△

m

∑

16j6q

EDj
(f(z)) + O(1). (4.13)

This implies that, for every z ∈ C \ D,

max
K∈K

1

(n + 1)

∑

j∈K

EDj
(f(z)) 6

1

mHY (m)
max
L∈L

∑

i∈L

EHi
(F (z)) + d log ‖f(z)‖

−
1

m
log ‖F (z)‖ +

(2n + 1)△

m

∑

16j6q

EDj
(z) + O(1),

and by continuity this then holds for all z ∈ C. So, by integrating and by
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(4.8), we get

d
(

Θ(q − 2N + n − 1) + n + 1
)

Tf (r) −

q
∑

j=1

ω(j)Nf (r,Dj)

6
n + 1

mHY (m)

∫ 2π

0

max
L∈L

∑

i∈L

EHi
(F (reiθ))

dθ

2π
+ d(n + 1)Tf (r) −

n + 1

m
TF (r)

+
(2n + 1)(n + 1)△

m

∑

16j6q

∫ 2π

0

EDj
(reiθ)

dθ

2π
+ O(1). (4.14)

By (4.3) and Lemma 3.3 (with ǫ = 1), we have

∥

∥

∥

n + 1

mHY (m)

∫ 2π

0

max
L∈L

∑

i∈L

EHi
(F (reiθ))

dθ

2π

6
(n + 1)(HY (m) + 1)

mHY (m)
TF (r) −

n + 1

mHY (m)
NW (F )(r).

(4.15)

For each j ∈ {1, . . . , q}, by Jensen’s formula, we have
∫ 2π

0

EDj
(reiθ)

dθ

2π
6 d

∫ 2π

0

log ‖f(reiθ)‖
dθ

2π
−

∫ 2π

0

log |Qj(re
iθ)|

dθ

2π
+ O(1)

6 dTf (r) − Nf (r,Dj) + O(1) 6 dTf (r) + O(1). (4.16)

For an arbitrary ǫ > 0, we choose

m := [4dn+1q(2n + 1)(2N − n + 1) deg V ·
1

ǫ
] + 1 .

Then, assuming without loss of generality that ǫ 6 1, by (4.1), by Lemma 3.1
and by Proposition 2.5 (iii) we have m > △, which we assumed for (4.12),
and

(2n + 1)(n + 1)dq△

m
<

Θǫ

4
and

(n + 1)d

HY (m)
<

Θǫ

4
. (4.17)

Then, by (4.9), (4.14), (4.15), and (4.16), we get

∥

∥

∥

(

Θ(q − 2N + n − 1) + n + 1
)

dTf (r) −

q
∑

j=1

ω(j)Nf (r,Dj)

6
(

(n + 1)d +
Θǫ

2

)

Tf (r) −
n + 1

mHY (m)
NW (F )(r).
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Therefore,

∥

∥

∥
Θd(q − 2N + n − 1 −

ǫ

2
)Tf (r) 6

q
∑

j=1

ω(j)Nf (r,Dj) −
n + 1

mHY (m)
NW (F )(r)

(4.18)

For each J := {j1, . . . , jHY (m)} ∈ L, then there exists a constant γJ ∈
C, γJ 6= 0 such that

W (F ) = γJ · W (Q
Ij11

1 (f) · · ·Q
Ij1q

q (f), . . . , Q
IjHY (m)1

1 (f) · · ·Q
IjHY (m)q

q (f)).

On the other hand, by (4.3) and Lemma 3.4,

ν
Q

Ij11
1 (f)···Q

Ij1q
q (f)···Q

IjHY (m)1

1 (f)···Q

IjHY (m)q

q (f)

W

(

Q
Ij11
1 (f)···Q

Ij1q
q (f),...,Q

IjHY (m)1

1 (f)···Q

IjHY (m)q

q (f)

)

6
∑

16i6HY (m)

ν
[HY (m)−1]

Q
Iji1
1 (f)···Q

Ijiq
q (f)

.

Hence, for all J ∈ L, we have

νW (F ) ≥ ν
Q

Ij11
1 (f)···Q

Ij1q
q (f)···Q

IjHY (m)1

1 (f)···Q
IjHY (m)q

q (f)

−
∑

16i6HY (m)

ν
[HY (m)−1]

Q
Iji1
1 (f)···Q

Ijiq
q (f)

≥
∑

16j6q

∑

i∈J

Iij

(

νQj(f) − ν
[HY (m)−1]
Qj(f)

)

. (4.19)

For every z ∈ C, let cz := (c1,z, . . . , cq,z) where cj,z := νQj(f)(z) −

ν
[HY (m)−1]
Qj(f) (z). Then, by definition of the Hilbert weight, there exists Jz ∈ L

such that

SY (m, cz) =
∑

i∈Jz

Ii · cz =
∑

16j6q

∑

i∈Jz

Iij

(

νQj(f)(z) − ν
[HY (m)−1]
Qj(f) (z)

)

.
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Then, by (4.2) and Lemma 3.2, for every K ∈ K we have

1

mHY (m)

∑

16j6q

∑

i∈Jz

Iij

(

νQj(f)(z) − ν
[HY (m)−1]
Qj(f) (z)

)

≥
1

n + 1

∑

j∈K

(

νQj(f)(z) − ν
[HY (m)−1]
Qj(f) (z)

)

−
(2n + 1)△

m
max
16j6q

(

νQj(f)(z) − ν
[HY (m)−1]
Qj(f) (z)

)

≥
1

n + 1

∑

j∈K

(

νQj(f)(z) − ν
[HY (m)−1]
Qj(f) (z)

)

−
(2n + 1)△

m

∑

16j6q

νQj(f)(z).

Combining with (4.19), for every K ∈ K and z ∈ C, we have

1

mHY (m)
νW (F )(z) ≥

1

n + 1

∑

j∈K

(

νQj(f)(z) − ν
[HY (m)−1]
Qj(f) (z)

)

−
(2n + 1)△

m

∑

16j6q

νQj(f)(z).

This implies that

n + 1

mHY (m)
νW (F ) ≥ max

K∈K

∑

j∈K

(

νQj(f) − ν
[HY (m)−1]
Qj(f)

)

−
(n + 1)(2n + 1)△

m

∑

16j6q

νQj(f). (4.20)

By Theorem 2.7, for any z ∈ C and any J ∈ N , there exists subset
K ′(J, z) ∈ K, such that

∑

j∈J

ω(j)
(

νQj(f(z)) − ν
[HY (m)−1]
Qj(f(z))

)

6
∑

j∈K′(J,z)

(

νQj(f(z)) − ν
[HY (m)−1]
Qj(f(z))

)

6 max
K∈K

∑

j∈K

(

νQj(f(z)) − ν
[HY (m)−1]
Qj(f(z))

)

.
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This implies that

max
J∈N

∑

j∈J

ω(j)
(

νQj(f) − ν
[HY (m)−1]
Qj(f)

)

6 max
K∈K

∑

j∈K

(

νQj(f) − ν
[HY (m)−1]
Qj(f)

)

. (4.21)

On the other hand, since the hypersurfaces Dj (j = 1, . . . , q) are in N -
subgeneral position in V, we have that for any z ∈ C there are at least (q-N)
indices j of {1, . . . , q} such that νQj(f)(z) = 0. Thus, we have

q
∑

j=1

ω(j)
(

νQj(f) − ν
[HY (m)−1]
Qj(f)

)

= max
J∈N

∑

j∈J

ω(j)
(

νQj(f) − ν
[HY (m)−1]
Qj(f)

)

.

Combining with (4.21), we have

q
∑

j=1

ω(j)
(

νQj(f) − ν
[HY (m)−1]
Qj(f)

)

6 max
K∈K

∑

j∈K

(

νQj(f) − ν
[HY (m)−1]
Qj(f)

)

.

Therefore, by (4.20) we have

n + 1

mHY (m)
νW (F ) ≥

q
∑

j=1

ω(j)
(

νQj(f) − ν
[HY (m)−1]
Qj(f)

)

−
(n + 1)(2n + 1)△

m

∑

16j6q

νQj(f).

So, by integrating and by Jensen’s formula, we get

n + 1

mHY (m)
NW (F )(r) ≥

q
∑

j=1

ω(j)
(

Nf (r,Dj) − N
[HY (m)−1]
f (r,Dj)

)

−
(n + 1)(2n + 1)△

m

∑

16j6q

Nf (r,Dj)

≥

q
∑

j=1

ω(j)
(

Nf (r,Dj) − N
[HY (m)−1]
f (r,Dj)

)

−
(n + 1)(2n + 1)dq△

m

∑

16j6q

Tf (r) − O(1)

≥

q
∑

j=1

ω(j)
(

Nf (r,Dj) − N
[HY (m)−1]
f (r,Dj)

)

−
Θǫ

4
Tf (r).
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Combining with (4.18) we get

∥

∥

∥
Θd(q − 2N + n − 1 − ǫ)Tf (r) 6

q
∑

j=1

ω(j)N
[HY (m)−1]
f (r,Dj).

On the other hand, ω(j) 6 Θ by Proposition 2.5 (i), therefore

∥

∥

∥
(q − 2N + n − 1 − ǫ)Tf (r) 6

q
∑

j=1

1

d
N

[HY (m)−1]
f (r,Dj). (4.22)

This completes the proof of Theorem 1.4 and Proposition 1.5 in the special

case of deg Qj = d by the fact that HY (m) − 1 6
( q + m − 1

m

)

− 1, note

that Y ⊂ CP q−1.

We now prove the theorem for the general case: deg Qj = dj. Denote by
d the least common multiple of d1, . . . , dq and put d∗

j := d
dj

. By (4.22) with

the hypersurfaces Q
d∗j
j (j ∈ {1 . . . , q}) of common degree d, we have

‖(q − 2N + n − 1 − ε)Tf (r) 6

q
∑

j=1

1

d
N

[HY (m)−1]
f (r,Q

d∗j
j )

6

q
∑

j=1

d∗
j

d
N

[[
HY (m)−1

d∗
j

+1]]

f (r,Qj)

6

q
∑

j=1

1

dj

N
[Lj ]
f (r,Qj),

where

Lj := [
dj(HY (m) − 1)

d
+ 1] 6

[

dj

( q + m − 1
m

)

d
+ 1

]

.

This completes the proof of Theorem 1.4 and of Proposition 1.5. �
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morphes données, Mathematica 7 (1933), 80-103.

[3] W. Chen, Cartan’s conjecture: Defect relations for meromorphic maps
from parabolic manifold to projective space, Thesis, University of Notre
Dame, 1987.

[4] P. Corvaja and U. Zannier, On a general Thue’s equation, Amer. J.
Math. 126 (2004), 1033-1055.

[5] G. Dethloff and T. V. Tan, A second main theorem for moving hyper-
surface targets, Preprint arXivmath.CV/0703572, to appear in Houston
J. Math..

[6] A. E. Eremenko and M. L. Sodin, The value distribution of meromorphic
functions and meromorphic curves from the point of view of potential
theory, St. Petersburg Math. J. 3 (1992), 109-136.

[7] J. H. Evertse and R. G. Ferretti, Diophantine inequalities on projective
varieties, Internat. Math. Res. Notices 25 (2002), 1295-1330.

[8] J. H. Evertse and R. G. Ferretti, A generalization of the subspace theorem
with polynomials of higher degree, Developments in Mathematics 16,
175-198, Springer-Verlag, New York (2008).

[9] H. Fujimoto, Non-integrated defect relation for meromorphic maps of
complete Kähler manifolds into PN1(C)×· · ·×PNk(C), Japan J. Math.
11 (1985), 233-264.

[10] H. Fujimoto, Value distribution theory of the Gauss map of minimal
surfaces in Rm, Vieweg-Verlag, Braunschweig (1993).

[11] R. Hartshorne, Algebraic Geometry, Grad. Texts in Math. 52, Springer-
Verlag, New York (1977).

27



[12] D. Mumford, The red book of varieties and schemes, 1st ed., Springer-
Verlag, Berlin (1988).

[13] E. I. Nochka, On the theory of meromorphic functions, Soviet. Math.
Dokl. 27 (1983), 377-391.

[14] J. Noguchi and J. Winkelmann, Holomorphic curves and integral points
off divisors, Math.Z. 239 (2002), 593-610.

[15] M. Ru, On a general form of the Second Main Theorem, Trans. AMS
349 (1997), 5093-5105.

[16] M. Ru, A defect relation for holomorphic curves interecting hypersur-
faces, Amer. J. Math. 126 (2004), 215-226.

[17] M. Ru, Holomorphic curves into algebraic varieties, Ann. of Math. 169

(2009), 255-267.

[18] M. Ru and P. M. Wong, Integral points of Pn − {2n + 1 hyperplanes in
general position}, Invent. Math. 106 (1991), 195-216.

[19] I. R. Shafarevich, Basic Algebraic Geometry, Revised printing, Springer-
Verlag, Berlin (1977).

[20] B. Shiffman, On holomorphic curves and meromorphic map in projective
space, Indiana Univ. Math. J. 28 (1979), 627-641.

[21] D. D. Thai and N. V. Thu, The second main theorem for hypersurfaces,
preprint.

[22] N. Toda A generalization of Nochka weight function, Proc. Japan Acad.
83 (2007), 170-175.

[23] P. Vojta, On Cartan’s theorem and Cartan’s conjecture, Amer. J. Math.
119 (1997), 1-17.

[24] P. Vojta, On the Nochka-Chen-Ru-Wong proof of Cartan’s conjecture,
J. of Number Theory 125 (2007), 229-234.

28



Gerd Dethloff1,2
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Laboratoire de mathématiques
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